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In recent years epidemiology has become an increasingly important approach in both
public health and clinical practice. Epidemiology is the basic science of disease prevention
and plays major roles in developing and evaluating public policy relating to health and
to social and legal issues. Together with laboratory research, epidemiology is now used to
identify environmental and genetic risk factors for disease and to shed light on the mecha-
nisms involved in the pathogenesis of different diseases. The heightened media attention
that epidemiology has recently received has major implications for health care providers
and policy makers as well as for epidemiologists. As a result of this scrutiny, the approaches,
methodology, and uses of epidemiology have garnered increasing interest from an ever-
broadening group of professionals in different disciplines as well as from the public at
large.

This book is an introduction to epidemiology and to the epidemiologic approach to
problems of health and disease. The basic principles and methods of epidemiology are
presented together with many examples of the applications of epidemiology to public
health and clinical practice.

The fifth edition of this book retains the general organization and structure of the
previous editions. In this edition, a list of learning objectives has been added at the begin-
ning of most chapters to help direct the reader’s attention to the major issues to be found
in that chapter, and a number of new review questions have been added at the end of
certain chapters.

The fifth edition consists of three sections. Section 1 focuses on the epidemiologic
approach to understanding disease and to developing the basis for interventions designed
to modify and improve its natural history. Chapter 1 provides a broad context and
perspective for the discipline, and Chapter 2 discusses how disease is transmitted
and acquired. Chapters 3 and 4 present the measures we use to assess the frequency and
importance of disease and demonstrate how these measures are used in disease surveil-
lance—one of the major roles of epidemiology in public health. Chapter 3 discusses
measures of morbidity, and Chapter 4, measures of mortality. Chapter 5 addresses the
critical issue of how to distinguish people who have a disease from those who do not,
and how to assess the quality of the diagnostic and screening tests used for this purpose.

Once people who have a certain disease have been identified, how do we characterize
the natural history of their disease in quantitative terms? Will they die from their disease
or develop some other serious outcome? Or will their disease be successfully managed?
Such characterization is essential if we are to identify any changes in survival and severity
that take place over time, or changes that result from preventive or therapeutic interven-
tions (Chapter 6). Because our ultimate objective is to improve human health by modify-
ing the natural history of disease, the next step is to select an appropriate and effective
intervention—a selection that ideally is made using the results of randomized trials of
prevention and of treatment (Chapters 7 and 8).

Section 2 deals with the use of epidemiology to identify the causes of disease. Chapter
9 discusses the design of cohort studies and Chapter 10 introduces case-control, nested
case-control, case-cohort, case-crossover, and cross-sectional studies. Chapters 11 and

vii



Preface

12 discuss how the results of these studies are used to estimate risk. We do so by
determining whether there is an association of an exposure and a disease as reflected
by an increase in risk in exposed people compared to the risk in nonexposed people.
After a brief review and a comparison of the main types of study designs used in
epidemiology (Chapter 13), Chapter 14 discusses how we move from epidemiologic
evidence of an association to answering the important question: Does the observed
association reflect a causal relationship? In so doing, it is critical to take into account
issues of bias, confounding, and interaction, which are discussed in Chapter 15. Chapter
16 describes the use of epidemiology, often in conjunction with molecular biology, for
assessing the relative contributions of genetic and environmental factors to disease
causation. The exciting advances that have been made in recent years in the Human
Genome Project and their interrelationships with epidemiologic thinking and approaches
are also presented in this chapter.

Section 3 discusses several important applications of epidemiology to major health
issues. Chapter 17 addresses one of the major uses of epidemiology, which is to evaluate
the effectiveness of different types of health services and different ways of providing them.
Chapter 18 reviews the use of epidemiology in evaluating the quality and effectiveness of
screening programs. Chapter 19 considers the place of epidemiology in formulating and
evaluating public policy. These diverse applications have enhanced the importance of
epidemiology, but at the same time have given rise to an array of new problems, both
ethical and professional, in the conduct of epidemiologic studies and in the use of the
results of such studies. A number of these issues are discussed in the final chapter
(Chapter 20).

In each edition of this book, illustrations and graphics have been used extensively to
help the reader understand the principles and methods of epidemiology and to enhance
presentation of the examples described in the text. This approach continues in the fifth
edition.

A major change in the fourth edition was publication of the book in color. The use of
color has made new approaches possible for illustrating important principles and
methods. The fifth edition provides many new color figures, while many previously used
figures have been revised to enhance their clarity and quality. The colors in many of these
figures have also been modified to maximize the reader’s understanding.

The data cited and the examples used in this edition have been updated whenever
possible, and new examples have been added to further clarify epidemiologic principles
and methods. Some sections have been expanded, and others added, and numerous revi-
sions and additions have been made throughout the book. Two new issues are addressed
in the first chapter. The first is some aspects of the integration of prevention and therapy
and the second is the question of who deserves the credit when the frequency of a disease
declines over time. Among other new or expanded sections in the fifth edition are several
relating to randomized trials including the main purpose of randomization, applying the
results of such trials to individual patients, recruitment and retention of participants, and
comparative effectiveness research. Expanded discussions include the history of causal
inferences and recent developments in genetic research and their links of epidemiologic
approaches for studying disease. Discussion of test validity and of the steps involved in
calculation of kappa have also been expanded. Review questions are included at the end
of most chapters or topics.

The sequence of the three sections of this book is designed to provide the reader with
a basic understanding of epidemiologic methods and study design and of the place of
epidemiology in preventive and clinical medicine and in disease investigation. After fin-
ishing this book, the reader should be able to assess the adequacy of the design and
conduct of reported studies and the validity of the conclusions reached in published
articles. It is my hope that the fifth edition of this book will continue to convey to its
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readers the excitement of epidemiology, its basic conceptual and methodologic underpin-
nings, and an appreciation of its increasingly vital and expanding roles in enhancing
health policy both for individuals and for communities.

A few closing comments about the cover illustration: This beautiful painting by
Georges-Pierre Seurat (1859-1891), entitled A Sunday Afternoon on the Island of La
Grande Jatte is in the outstanding collection of the Art Institute of Chicago. It was painted
by the artist from 1884 to 1886. The painting is not only a masterpiece of color and
composition but is also a wonderful example of the pointillist style that became popular
in the late impressionist period.

This painting is highly appropriate for the cover of a textbook on epidemiology. The
artist shows us a typical afternoon in the park being enjoyed by a variety of people:
couples, families, and children. A major goal of epidemiology is to contribute to the
development of new measures of prevention and treatment so that the serious effects of
disease can be minimized or prevented in every subset of the population. In so doing,
members of many communities throughout the world will be able to enjoy idyllic
moments and a variety of wonderful environments and activities free of the burdens of
many illnesses.

In discussing this painting, Andrea Vosburgh, Content Development Specialist at Else-
vier, added another insight to the link between the painting and epidemiology, by focusing
on the parallels in styles and methods of both. She pointed out that just as a talented
pointillist artist such as Seurat created this wonderful painting from clusters of different
points of lights, colors, and tones, epidemiology works by utilizing data of different types
obtained from different sources, and ultimately all these data are integrated into the
process of answering important questions regarding diseases and their prevention.

Finally, a personal postscript: I have always loved this magnificent painting and I hope
readers of this book will enjoy this painting at least as much as I do. Its relaxed and sooth-
ing ambience offers a warm welcome to students of epidemiology. In addition, it is cer-
tainly an eloquent expression of what we want epidemiology to contribute to the world
in which we live. It is good to be reminded of the many “ordinary” pleasures of life such
as those of an afternoon in the park, often with family or friends, that await people from
all walks of life, particularly if they are kept functioning at high levels and in good general
health. This is one of the major challenges for epidemiology in the 21st century.

Leon Gordis
April 2013
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This book is based on my experience teaching two introductory courses in epidemiology
at the Johns Hopkins University for over 30 years. The first course was Principles of
Epidemiology, taught to students in the Johns Hopkins School of Hygiene and Public
Health, now the Bloomberg School of Public Health, and the second course was Clinical
Epidemiology, taught to students in the Johns Hopkins School of Medicine. In the words
of the Talmudic sage Rabbi Hanina, “I have learned much from my teachers, and even
more from my colleagues, but most of all from my students.” I am grateful to the over
17,000 students whom I have been privileged to teach during this time. Through their
questions and critical comments, they have contributed significantly to the content, style,
and configuration of this book. Their insightful feedback regarding the first four editions
has been invaluable in preparing the fifth edition of this book.

I was first stimulated to pursue studies in epidemiology by my late mentor and friend,
Dr. Milton Markowitz. He was Professor of Pediatrics at the Johns Hopkins School of
Medicine, during which time he also excelled in the private practice of Pediatrics in Bal-
timore. He then became chair of the Department of Pediatrics at the University of Con-
necticut School of Medicine. For many years he was a guide and inspiration to me. Years
ago, when we were initiating a study to evaluate the effectiveness of a comprehensive care
clinic for children in Baltimore, he urged me to obtain the training needed for designing
and conducting rigorous program evaluations. Even at that time, he recognized that
epidemiology was an essential approach for evaluating health services. He therefore sug-
gested that I speak with Dr. Abraham Lilienfeld, who at the time was chairman of the
Department of Chronic Diseases, later the Department of Epidemiology, at the Johns
Hopkins School of Hygiene and Public Health. As a result of our discussions, I came as
a student to Abe’s department, where he became my doctoral advisor and friend. Over
many years, until his death in 1984, Abe had the wonderful talent of being able to com-
municate to his students and colleagues the excitement he found in epidemiology, and
he shared with us the thrill of discovering new knowledge using population-based
methods. To both of these mentors, Milt Markowitz and Abe Lilienfeld, I owe tremendous
debts of gratitude.

Since joining the faculty at Johns Hopkins over 40 years ago, I have been privileged to
work under outstanding leaders in both the Johns Hopkins Bloomberg School of Public
Health and the Johns Hopkins School of Medicine. Deans John C. Hume, D. A. Hender-
son, Alfred Sommer, and Michael Klag in the Johns Hopkins Bloomberg School of Public
Health and Deans Richard S. Ross, Michael M. E. Johns, and Edward D. Miller in the
Johns Hopkins School of Medicine have always enthusiastically supported the teaching
of epidemiology in both schools.

In the writing of this book over several editions, I have been fortunate to have had
support from many wonderful colleagues and friends. In recent years, I have had the
warm personal interest of Dr. David Celentano, who is chair of our Department of
Epidemiology. I am grateful to David for his graciousness and friendship, which are
expressed to me in so many ways. Having trained in Pediatrics, I am also grateful to Dr.
George Dover, Chairman of the Department of Pediatrics in the Johns Hopkins School
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Section ]

The Epidemiologic Approach
to Disease and Intervention

This section begins with an overview of the objectives of epidemiology, some of the
approaches used in epidemiology, and examples of the applications of epidemiology
to human health problems (Chapter 1). It then discusses how diseases are transmitted
(Chapter 2). Diseases do not arise in a vacuum; they result from an interaction of
human beings with their environment. An understanding of the concepts and mecha-
nisms underlying the transmission and acquisition of disease is critical to exploring
the epidemiology of human disease and to preventing and controlling many infectious
diseases.

To discuss the epidemiologic concepts presented in this book, we need to develop a
common language, particularly for describing and comparing morbidity and mortality.
Chapter 3, therefore, discusses morbidity and the important role of epidemiology in
disease surveillance. The chapter then presents how measures of morbidity are used in
both clinical medicine and public health. Chapter 4 presents the methodology and
approaches for using mortality data in investigations relating to public health and
clinical practice. Other issues relating to the impact of disease, including quality of life
and projecting the future burden of disease, are also discussed in Chapter 4.

Armed with knowledge of how to describe morbidity and mortality in quantitative
terms, we then turn to the question of how to assess the quality of diagnostic and
screening tests that are used to determine which people in the population have a
certain disease (Chapter 5). After we identify people with the disease, we need ways
to describe the natural history of disease in quantitative terms; this is essential for
assessing the severity of an illness and for evaluating the possible effects on survival
of new therapeutic and preventive interventions (Chapter 6).

Having identified persons who have a disease, how do we decide which interven-
tions—whether treatments, preventive measures, or both—should be used in trying to
modify the natural history of the illness? Chapters 7 and 8 present the randomized
trial, an invaluable and critical study design that is generally considered the “gold
standard” for evaluating both the efficacy and the potential side effects of new thera-
peutic or preventive interventions. Other types of study designs are presented in later
chapters.



Chapter 1

Introduction

I hate definitions.

—Benjamin Disraeli (1804-1881, British Prime Minister 1868 and 1874-1880)

WHAT IS EPIDEMIOLOGY?

Epidemiology is the study of how disease is distrib-
uted in populations and the factors that influence
or determine this distribution. Why does a disease
develop in some people and not in others? The
premise underlying epidemiology is that disease,
illness, and ill health are not randomly distributed
in human populations. Rather, each of us has
certain characteristics that predispose us to, or
protect us against, a variety of different diseases.
These characteristics may be primarily genetic in
origin or may be the result of exposure to certain
environmental hazards. Perhaps most often, we are
dealing with an interaction of genetic and environ-
mental factors in the development of disease.

A broader definition of epidemiology than that
given above has been widely accepted. It defines
epidemiology as “the study of the distribution and
determinants of health-related states or events in
specified populations and the application of this
study to control of health problems.”' What is note-
worthy about this definition is that it includes both
a description of the content of the discipline and
the purpose or application for which epidemiologic
investigations are carried out.

THE OBJECTIVES OF EPIDEMIOLOGY

What are the specific objectives of epidemiology?
First, to identify the etiology or cause of a disease
and the relevant risk factors—that is, factors that
increase a person’s risk for a disease. We want to
know how the disease is transmitted from one
person to another or from a nonhuman reservoir
to a human population. Our ultimate aim is to
intervene to reduce morbidity and mortality from
the disease. We want to develop a rational basis
for prevention programs. If we can identify the
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etiologic or causal factors for disease and reduce or
eliminate exposure to those factors, we can develop
a basis for prevention programs. In addition, we
can develop appropriate vaccines and treatments,
which can prevent the transmission of the disease
to others.

Second, to determine the extent of disease found
in the community. What is the burden of disease in
the community? This question is critical for plan-
ning health services and facilities, and for training
future health care providers.

Third, to study the natural history and prognosis
of disease. Clearly, certain diseases are more severe
than others; some may be rapidly lethal while others
may have longer durations of survival. Still others
are not fatal. We want to define the baseline natural
history of a disease in quantitative terms so that
as we develop new modes of intervention, either
through treatments or through new ways of pre-
venting complications, we can compare the results
of using such new modalities with the baseline data
in order to determine whether our new approaches
have truly been effective.

Fourth, to evaluate both existing and newly
developed preventive and therapeutic measures
and modes of health care delivery. For example,
does screening men for prostate cancer using the
prostate-specific antigen (PSA) test improve sur-
vival in people found to have prostate cancer? Has
the growth of managed care and other new systems
of health care delivery and health care insurance
had an impact on the health outcomes of the
patients involved and on their quality of life? If so,
what has been the nature of this impact and how
can it be measured?

Fifth, to provide the foundation for developing
public policy relating to environmental problems,
genetic issues, and other considerations regarding
disease prevention and health promotion. For




example, is the electromagnetic radiation that is
emitted by electric blankets, heating pads, and
other household appliances a hazard to human
health? Are high levels of atmospheric ozone or
particulate matter a cause of adverse acute or
chronic health effects in human populations? Is
radon in homes a significant risk to human beings?
Which occupations are associated with increased
risks of disease in workers, and what types of
regulation are required?

CHANGING PATTERNS OF COMMUNITY
HEALTH PROBLEMS

A major role of epidemiology is to provide a clue
to changes that take place over time in the health
problems presenting in the community. Figure 1-1
shows a sign in a cemetery in Dudley, England, in
1839. At that time, cholera was the major cause of
death in England; the churchyard was so full that
no burials of persons who died of cholera would
henceforth be permitted. The sign conveys an idea
of the importance of cholera in the public’s con-
sciousness and in the spectrum of public health
problems in the early 19th century. Clearly, cholera
is not a major problem in the United States today;
but in many countries of the world it remains a
serious threat, with many countries periodically
reporting outbreaks of cholera that are character-
ized by high death rates often as a result of inade-
quate medical care.

Chapter 1 Introduction

Let us compare the major causes of death in the
United States in 1900 and in 2009 (Fig. 1-2). The
categories of causes have been color coded as
described in the caption for this figure. In 1900, the
leading causes of death were pneumonia and influ-
enza, followed by tuberculosis and diarrhea and
enteritis. In 2009, the leading causes of death were
heart disease, cancer, chronic lower respiratory dis-
eases, and stroke (or cerebrovascular disease). What
change has occurred? During the 20th century there
was a dramatic shift in the causes of death in the
United States. In 1900, the three leading causes of
death were infectious diseases; however, now we are
dealing with chronic diseases that in most situa-
tions do not seem to be communicable or infec-
tious in origin. Consequently, the kinds of research,
intervention, and services we need today differ
from those that were needed in the United States
in 1900.

The pattern of disease occurrence seen in devel-
oping countries today is often similar to that which
was seen in the United States in 1900: infectious
diseases are the largest problems. But, as countries
become industrialized they increasingly manifest
the mortality patterns currently seen in developed
countries, with mortality from chronic diseases
becoming the major challenge. However, even in
industrialized countries, as human immunodefi-
ciency virus (HIV) infection has emerged and the
incidence of tuberculosis has increased, infectious
diseases are again becoming major public health

"CHOLERA’

THE

DUDLEY BOARD OF HEALTH,

SERDBY GIVE NOTICE, TEAT LN CONSDQUENCE OF TRE

Church-yards at Dudley

Being so full, no one who has died of the
CHOLERA will be permitted to be buried
after SUND.AY next,(To-morrow)in either
of the Burial Grounds of St. Thomas’s, or
St. Edmund’s, in this Town.

All Persons who die from CHOLERA, must for the fature
be buried in the Church-yard at Netherton.

BOARD of HEALTH, DUDLEY,
September 1st, 1832,

Figure 1-1.

‘W. MAURICE, PRINTER, HIGH STREET, DUD]

Sign in cemetery in Dudley, England, in 1839. (From the Dudley Public Library, Dudley, England.)
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problems. Table 1-1 shows the 15 leading causes of
death in the United States in 2009. The three leading
causes—heart disease, cancer, and cerebrovascular
disease—account for almost 55% of all deaths, an
observation that suggests specific targets for pre-
vention if a significant reduction in mortality is to
be achieved.

Another demonstration of changes that have
taken place over time is seen in Figure 1-3, which

D Suicide
0
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Death rates per 100,000

shows the remaining years of expected life in the
United States at birth and at age 65 years for the
years 1900, 1950, and 2007 by race and sex.

The number of years of life remaining after birth
has dramatically increased in all of these groups,
with most of the improvement having occurred
from 1900 to 1950, and much less having occurred
since 1950. If we look at the remaining years of life
at age 65 years, very little improvement is seen from

United States, 2009

TABLE 1-1. Fifteen Leading Causes of Death, and Their Percents of All Deaths,

Number Percent (%) of
Rank Cause of Death of Deaths Total Deaths Death Rate”
All causes 2,437,163 100.0 741.1
1 Diseases of the heart 599,413 24.6 180.1
2 Malignant neoplasms (cancer) 567,628 23.3 173.2
3 Chronic lower respiratory diseases 137,353 5.6 42.3
4 Cerebrovascular diseases 128,842 5.3 38.9
5 Accidents (unintentional injuries) 118,021 4.8 37.3
6 Alzheimer’s disease 79,003 3.2 23.5
7 Diabetes mellitus 68,705 2.8 20.9
8 Influenza and pneumonia 53,692 2.2 16.2
9 Nephritis, nephrotic syndrome, and nephrosis 48,935 2.0 14.9
10 Intentional self-harm (suicide) 36,909 1.5 11.8
11 Septicemia 35,639 1.5 10.9
12 Chronic liver disease and cirrhosis 30,558 1.3 9.2
13 Essential hypertension and hypertensive renal disease 25,734 1.1 7.7
14 Parkinson’s disease 20,565 0.8 6.4
15 Assault (homicide) 16,799 0.7 5.5
All other causes 469,367 19.3

Note: Percentages may not total 100 due to rounding.

*Rates are per 100,000 population and age-adjusted for the 2000 US standard population.

Data from Centers for Disease Control and Prevention: National Vital Statistics Report, Vol. 60, No. 3, December 29, 2011.
http://www.cdc.gov/nchs/data/nvsr/nvsr60/nvsr60_03.pdf. Accessed April 11, 2013.
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Figure 1-3. Life expectancy at birth and at 65 years of age, by race and sex, United States, 1900, 1950, and 2007. (Redrawn from
National Center for Health Statistics: Health, United States, 1987 DHHS publication no. 88-1232. Washington, DC, Public Health
Service, March 1988; and National Center for Health Statistics: National Vital Statistics Report, Vol. 58, No. 19, May 20, 2010.)

1900 to 2007. What primarily accounts for the
increase in remaining years of life at birth are the
decreases in infant mortality and in mortality from
childhood diseases. In terms of diseases that afflict
adults, we have been much less successful in extend-
ing the span of life, and this remains a major
challenge.

EPIDEMIOLOGY AND PREVENTION

A major use of epidemiologic evidence is to identify
subgroups in the population who are at high
risk for disease. Why should we identify such high-
risk groups? First, if we can identify these high-risk
groups, we can direct preventive efforts, such as
screening programs for early disease detection, to
populations who are most likely to benefit from any
interventions that are developed for the disease.
Second, if we can identify such groups, we
may be able to identify the specific factors or

characteristics that put them at high risk and
then try to modify those factors. It is important
to keep in mind that such risk factors may be
of two types. Characteristics such as age, sex, and
race, for example, are not modifiable, although
they may permit us to identify high-risk groups.
On the other hand, characteristics such as obesity,
diet, and other lifestyle factors may be potentially
modifiable and may thus provide an opportunity
to develop and introduce new prevention programs
aimed at reducing or changing specific exposures
or risk factors.

Primary, Secondary, and

Tertiary Prevention

In discussing prevention, it is helpful to distinguish
among primary, secondary, and tertiary prevention
(Table 1-2). Primary prevention denotes an action
taken to prevent the development of a disease in
a person who is well and does not (yet) have the

TABLE 1-2. Three Types of Prevention

Type of Prevention Definition

Examples

Primary prevention
a disease

Secondary prevention

Tertiary prevention

Preventing the initial development of

Early detection of existing disease to
reduce severity and complications

Reducing the impact of the disease

Immunization, reducing exposure
to a risk factor

Screening for cancer

Rehabilitation for stroke
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disease in question. For example, we can immunize
a person against certain diseases so that the disease
never develops or, if a disease is environmentally
induced, we can prevent a person’s exposure to the
environmental factor involved and thereby prevent
the development of the disease. Primary prevention
is our ultimate goal. For example, we know that
most lung cancers are preventable. If we can stop
people from smoking, we can eliminate 80% to
90% of lung cancer in human beings. However,
although our aim is to prevent diseases from occur-
ring in human populations, for many diseases we
do not yet have the biologic, clinical, and epidemio-
logic data on which to base effective primary pre-
vention programs.

Secondary prevention involves identifying people
in whom a disease process has already begun but
who have not yet developed clinical signs and
symptoms of the illness. This period in the natural
history of a disease is called the preclinical phase of
the illness and is discussed in Chapter 18. Once a
person develops clinical signs or symptoms it is
generally assumed that under ideal conditions
the person will seek and obtain medical care. Our
objective with secondary prevention is to detect the
disease earlier than it would have been detected
with usual care. By detecting the disease at an early
stage in its natural history, often through screening,
it is hoped that treatment will be easier and/or more
effective. For example, most cases of breast cancer
in older women can be detected through breast self-
examination and mammography. Several recent
studies indicate that routine testing of the stool
for occult blood can detect treatable colon cancer
early in its natural history. The rationale for sec-
ondary prevention is that if we can identify disease
earlier in its natural history than would ordinarily
occur, intervention measures will be more effective.
Perhaps we can prevent mortality or complications
of the disease and use less invasive or less costly
treatment to do so. Evaluating screening for disease
and the place of such intervention in the framework
of disease prevention is discussed in Chapter 18.

Tertiary prevention denotes preventing com-
plications in those who have already developed
signs and symptoms of an illness and have been
diagnosed—that is, people who are in the clinical
phase of their illness. This is generally achieved
through prompt and appropriate treatment of the
illness combined with ancillary approaches such as
physical therapy that are designed to prevent com-
plications such as joint contractures.

Two Approaches to Prevention:

A Different View

Two possible approaches to prevention are a
population-based approach and a high-risk
approach.” In the population-based approach, a
preventive measure is widely applied to an entire
population. For example, prudent dietary advice
for preventing coronary disease or advice against
smoking may be provided to an entire population.
An alternate approach is to target a high-risk group
with the preventive measure. Thus, screening for
cholesterol in children might be restricted to chil-
dren from high-risk families. Clearly, a measure
that will be applied to an entire population must be
relatively inexpensive and noninvasive. A measure
that is to be applied to a high-risk subgroup of
the population may be more expensive and is
often more invasive or inconvenient. Population-
based approaches can be considered public health
approaches, whereas high-risk approaches more
often require a clinical action to identify the high-
risk group to be targeted. In most situations, a
combination of both approaches is ideal. These
approaches are discussed further in Chapter 19.

EPIDEMIOLOGY AND CLINICAL PRACTICE

Epidemiology is critical not only to public health
but also to clinical practice. The practice of medi-
cine is dependent on population data. For example,
if a physician hears an apical systolic murmur, how
does he or she know that it represents mitral regur-
gitation? Where did this knowledge originate? The
diagnosis is based on correlation of the clinical
findings (such as the auscultatory findings—sounds
heard using a stethoscope) with the findings of sur-
gical pathology or autopsy and with the results of
catheterization or angiography studies in a large
group of patients. Thus, the process of diagnosis is
population-based (see Chapter 5). The same holds
for prognosis. For example, a patient asks his physi-
cian, “How long do I have to live, doctor?” and the
doctor replies, “Six months to a year” On what basis
does the physician prognosticate? He or she does so
on the basis of experience with large groups of
patients who had the same disease, were observed
at the same stage of disease, and received the
same treatment. Again, prognostication is based on
population data (see Chapter 6). Finally, selection
of appropriate therapy is also population-based.
Randomized clinical trials that study the effects of
a treatment in large groups of patients are the ideal



“You've got whatever it is that’s going around.”

Figure 1-4. “You've got whatever it is that’s going around”
(© The New Yorker Collection 1975. Al Ross from cartoonbank.
com. All rights reserved.)

means for identifying appropriate therapy (see
Chapters 7 and 8). Thus, population-based con-
cepts and data underlie the critical processes of
clinical practice, including diagnosis, prognostica-
tion, and selection of therapy. In effect, the physi-
cian applies a population-based probability model
to the patient who is lying on the examining table.

Figure 1-4 shows a physician demonstrating that
the practice of clinical medicine relies heavily on
population concepts. What is portrayed humor-
ously here is a true commentary on one aspect of
pediatric practice—a pediatrician often makes a
diagnosis based on what the parent tells him or her
over the telephone and on what he or she knows
about which illnesses, such as viral and bacterial
infections, are “going around” in the community.
Thus, the data available about illness in the com-
munity can be very helpful in suggesting a diagno-
sis, even if they are not conclusive. Data regarding
the etiology of sore throats according to a child’s
age are particularly relevant (Fig. 1-5). If the infec-
tion occurs early in life, it is likely to be viral in
origin. If it occurs at ages 4 to 7 years, it is likely to
be streptococcal in origin. In an older child Myco-
plasma becomes more important. Although these
data do not make the diagnosis, they do provide the
physician or other health care provider with a good
clue as to what agent or agents to suspect.

THE EPIDEMIOLOGIC APPROACH

How does the epidemiologist proceed to identify
the cause of a disease? Epidemiologic reasoning is
a multistep process. The first step is to determine

Chapter 1 Introduction
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Figure 1-5. Frequency of agents by age of children with

pharyngitis, 1964-1965. (From Denny FW: The replete pediatri-
cian and the etiology of lower respiratory tract infections.
Pediatr Res 3:464—470, 1969.)

whether an association exists between exposure to
a factor (e.g., an environmental agent) or a char-
acteristic of a person (e.g., an increased serum
cholesterol level) and the development of the
disease in question. We do this by studying the
characteristics of groups and the characteristics of
individuals.

If we find there is indeed an association between
an exposure and a disease, is it necessarily a causal
relationship? No, not all associations are causal. The
second step, therefore, is to try to derive appropriate
inferences about a possible causal relationship from
the patterns of the associations that have been
found. These steps are discussed in detail in later
chapters.

Epidemiology often begins with descriptive data.
For example, Figure 1-6 shows rates of gonorrhea
in the United States in 2010 by state. Clearly, there
are marked regional variations in reported cases of
gonorrhea. The first question to ask when we see
such differences between two groups or two regions
or over time is, “Are these differences real?” In other
words, are the data from each area of comparable
quality? Before we try to interpret the data, we
should be satisfied that the data are valid. If the
differences are real, then we ask, “Why have these
differences occurred?” Are there environmental dif-
ferences between high-risk and low-risk areas, or
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Figure 1-6. Gonorrhea: reported cases per 100,000 population, United States and territories, 2010. (From Gonorrhea—Rates by

State, United States and Outlying Areas, 2010. http://www.cdc.gov/std/stats10/figures/17.htm. Accessed January 24, 2013.)

are there differences in the people who live in
those areas? This is where epidemiology begins its
investigation.

Many years ago, it was observed that communi-
ties in which the natural level of fluoride in the
drinking water differed also differed in the fre-
quency of dental caries in the permanent teeth of
residents. Communities that had low natural fluo-
ride levels had high levels of caries, and com-
munities that had higher levels of fluoride in their
drinking water had low levels of caries (Fig. 1-7).
This finding suggested that fluoride might be an
effective prevention if it were artificially added to
the drinking water supply. A trial was therefore
carried out to test the hypothesis. Although, ideally,
we would like to randomize a group of people
either to receive fluoride or to receive no fluoride,
this was not possible to do with drinking
water because each community generally shares a
common water supply. Consequently, two similar
communities in upstate New York, Kingston and
Newburgh, were chosen for the trial. The DMF
index, a count of decayed, missing, and filled teeth,
was used. Baseline data were collected in both cities,
and at the start of the study, the DMF indices were
comparable in each age group in the two communi-
ties. The water in Newburgh was then fluoridated,
and the children were reexamined. Figure 1-8 shows
that, in each age group, the DMF index in New-
burgh had dropped significantly 10 years or so later,
whereas in Kingston, there was no change. This is

strongly suggestive evidence that fluoride was pre-
venting caries.

It was possible to go one step further in trying
to demonstrate a causal relationship between fluo-
ride ingestion and low rates of caries. The issue of
fluoridating water supplies has been extremely con-
troversial, and in certain communities in which
water has been fluoridated, there have been refer-
enda to stop the fluoridation. It was therefore pos-
sible to look at the DMF index in communities such
as Antigo, Wisconsin, in which fluoride had been
added to its water supply and then, after a referen-
dum, fluoridation had been stopped. As seen in
Figure 1-9, after the fluoride was removed, the DMF
index rose. This provided yet a further piece of
evidence that fluoride acted to prevent dental caries.

FROM OBSERVATIONS TO
PREVENTIVE ACTIONS

In this section, three examples are discussed that
demonstrate how epidemiologic observations
have led to effective preventive measures in human
populations.

1. Ignaz Semmelweis and Childbed Fever

Ignaz Semmelweis (Fig. 1-10) was born in 1818 and
began as a student in law school until he left his
studies to pursue training in medicine. He special-
ized in obstetrics and became interested in a major
clinical and public health problem of the day:
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Figure 1-8. DMF indices after 10 years of fluoridation,
1954-1955. DMEF, decayed, missing, and filled teeth. (Adapted
from Ast DB, Schlesinger ER: The conclusion of a 10-year study
of water fluoridation. Am J Public Health 46:265-271, 1956.
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childbed fever, also known as puerperal fever (the
word “puerperal” means related to childbirth or to
the period after the birth).

In the early 19th century, childbed fever was a
major cause of death among women shortly after
childbirth, with mortality rates from childbed fever
as high as 25%. Many theories of the cause of
childbed fever were popular at the time, including
atmospheric toxins, “epidemic constitutions” of
some women, putrid air, or solar and magnetic
influences. This period was a time of growing inter-
est in pathologic anatomy. Because the cause of
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Figure 1-9. Effect of discontinuing fluoridation in Antigo,
Wisconsin, November 1960. DME, decayed, missing, and filled
teeth; FL+, during fluoridation; FL—, after fluoridation was dis-
continued. (Adapted from Lemke CW, Doherty JM, Arra MC:
Controlled fluoridation: The dental effects of discontinuation in
Antigo, Wisconsin. ] Am Dental Assoc 80:782-786, 1970.
Reprinted by permission of ADA Publishing Co., Inc.)

Figure 1-10. Portrait of Igndz Philipp Semmelweis. (From
The National Library of Medicine.)

childbed fever remained a mystery, great interest
arose in correlating the findings at autopsies of
women who had died of the disease with the clini-
cal manifestations that characterized them before
their deaths.

Semmelweis was placed in charge of the First
Obstetrical Clinic of the Allgemeine Krankenhaus
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Figure 1-11. Maternal mortality due to childbed fever, First
and Second Clinics, General Hospital, Vienna, Austria, 1842.
(Adapted from the Centers for Disease Control and Prevention:
Hand hygiene in health care settings—Supplemental. www.cdc.
gov/handhygiene/download/hand_hygiene_supplement.ppt.
Accessed April 11,2013.)

(General Hospital) in Vienna in July 1846. At that
time there were two obstetrical clinics, the First and
the Second. Pregnant women were admitted for
childbirth to the First Clinic or to the Second Clinic
on an alternating 24-hour basis. The First Clinic
was staffed by physicians and medical students and
the Second Clinic by midwives. Physicians and
medical students began their days performing
autopsies on women who had died from childbed
fever; they then proceeded to provide clinical care
for women hospitalized in the First Clinic for child-
birth. The midwives staffing the Second Clinic did
not perform autopsies. Semmelweis had been
impressed by mortality rates in the two clinics in
1842 (Fig. 1-11). Mortality in the First Clinic was
more than twice as high as in the Second Clinic—
16% compared with 7%.

Semmelweis came to believe that mortality was
higher in the First Clinic than in the Second because
the physicians and medical students went directly
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from the autopsies to their patients. Many of the
women in labor had multiple examinations by phy-
sicians and by medical students learning obstetrics.
Often these examinations traumatized the tissues of
the vagina and uterus. Semmelweis suggested that
the hands of physicians and medical students were
transmitting disease-causing particles from the
cadavers to the women who were about to deliver.
His suspicions were confirmed in 1847 when his
friend and colleague Jakob Kolletschka died from
an infection contracted when he was accidentally
punctured with a medical student’s knife while per-
forming an autopsy. The autopsy on Kolletschka
showed pathology very similar to that of the women
who were dying from childbed fever. Semmelweis
concluded that physicians and medical students
were carrying the infection from the autopsy room
to the patients in the First Clinic and that this
accounted for the high mortality rates from child-
bed fever in the First Clinic. Mortality rates in the
Second Clinic remained low because the midwives
who staffed the Second Clinic had no contact with
the autopsy room.

Semmelweis therefore developed and imple-
mented a policy for the physicians and medical
students in the First Clinic, a policy designed to
prevent childbed fever. He required the physicians
and medical students in the First Clinic to wash
their hands and to brush under their fingernails
after they had finished the autopsies and before
they came in contact with any of the patients. As
seen in Figure 1-12, mortality in the First Clinic
dropped from 12.2% to 2.4%, a rate comparable
to that seen in the Second Clinic. When Semmel-
weis was later replaced by an obstetrician who did
not subscribe to Semmelweis’s theories, and who
therefore eliminated the policy of required hand
washing, mortality rates from childbed fever rose

Semmelweis’s
Hand Hygiene
Intervention
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Geneva Hospitals

Physician Specialty

TABLE 1-3. Compliance with Hand Hygiene among Physicians, by Specialty, at University of

Number of Physicians

Compliance with Hand
Hygiene (% of Observations)

Internal medicine 32
Surgery 25
Intensive care unit 22
Pediatrics 21
Geriatrics 10
Anesthesiology 15
Emergency medicine 16
Other 22

87.3
36.4
62.6
82.6
71.2
23.3
50.0
57.2

Data from Pittet D: Hand hygiene among physicians: Performance, beliefs, and perceptions. Ann Intern Med 141(1):1-8, 2004.

again in the First Clinic—further evidence sup-
porting a causal relationship.

Unfortunately, for many years Semmelweis
refused to present his findings at major meetings or
to submit written reports of his studies to medical
journals. His failure to provide supporting scientific
evidence was at least partially responsible for the
failure of the medical community to accept his
hypothesis of causation of childbed fever and his
proposed intervention of hand washing between
examinations of patients. Among other factors that
fostered resistance to his proposal was the reluc-
tance of physicians to accept the conclusion that by
transmitting the agent responsible for childbed
fever, they had been inadvertently responsible for
the deaths of large numbers of women. In addition,
physicians claimed that washing their hands before
seeing each patient would be too time-consuming.
Another major factor is that Semmelweis was, to say
the least, undiplomatic, and had alienated many
senior figures in medicine. As a consequence of all
of these factors, many years passed before a policy
of hand washing was broadly adopted. An excellent
biography of Semmelweis by Sherwin Nuland was
published in 2003.’

The lessons of this story for successful policy-
making are still relevant today to the challenge
of enhancing both public and professional accep-
tance of evidence-based prevention policies. These
lessons include the need for presenting supporting
scientific evidence for a proposed intervention, the
need for implementation of the proposed interven-
tion to be perceived as feasible, and the need to lay
the necessary groundwork for the policy, including
garnering professional as well as community and
political support.

Years later, the major cause of childbed fever was
recognized to be a streptococcal infection. Semmel-
weis’s major findings and recommendations ulti-
mately had worldwide effects on the practice of
medicine. Amazingly, his observations and sug-
gested interventions preceded any knowledge of the
germ theory. It is also of interest, however, that
although the need for hand washing has now been
universally accepted, recent studies have reported
that many physicians in hospitals in the United
States and in other developed countries still fail to
wash their hands as prescribed (Table 1-3).

2. Edward Jenner and Smallpox
Edward Jenner (Fig. 1-13) was born in 1749 and
became very interested in the problem of smallpox,

Figure 1-13. Portrait of Edward Jenner. (From the Well-
come Historical Medical Museum and Library, London.)



which was a worldwide scourge. For example, in the
late 18th century, 400,000 people died from small-
pox each year and a third of the survivors became
blind as a result of corneal infections. It was known
that those who survived smallpox were subse-
quently immune to the disease and consequently it
was a common preventive practice to infect healthy
individuals with smallpox by administering to them
material taken from smallpox patients, a procedure
called variolation. However, this was not an optimal
method: some variolated individuals died from the
resulting smallpox, infected others with smallpox,
or developed other infections.

Jenner was interested in finding a better, safer
approach to preventing smallpox. He observed, as
had other people before him, that dairy maids, the
young women whose occupation was milking the
cows, developed a mild disease called cowpox. Later,
during smallpox outbreaks, smallpox appeared not
to develop in these young women. In 1768 Jenner
heard a claim from a dairy maid, “I can’t take the
smallpox for I have already had the cowpox.” These
data were observations and were not based on any
rigorous study. But Jenner became convinced that
cowpox could protect against smallpox and decided
to test his hypothesis.

Figure 1-14 shows a painting by Gaston Melingue
of Edward Jenner performing the first vaccination

Figure 1-14. Une des premiéres vaccinations d’Edward
Jenner [One of the first vaccinations by Edward Jenner], by
Gaston Melingue. (Reproduced by permission of the Biblio-
theque de ’Académie Nationale de Médecine, Paris, 2007.)
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in 1796. (The term “vaccination” is derived from
vacca, the Latin word for “cow.”) In this painting, a
dairy maid, Sarah Nelmes, is bandaging her hand
after just having had some cowpox material
removed. The cowpox material is being adminis-
tered by Jenner to an 8-year-old “volunteer,” James
Phipps. Jenner was so convinced that cowpox would
be protective that 6 weeks later, in order to test his
conviction, he inoculated the child with material
that had just been taken from a smallpox pustule.
The child did not contract the disease. We shall not
deal in this chapter with the ethical issues and
implications of this experiment. (Clearly, Jenner
did not have to justify his study before an institu-
tional review board!) In any event, the results of the
first vaccination and of what followed were the
saving of literally millions of human beings
throughout the world from disability and death
caused by the scourge of smallpox. The important
point is that Jenner knew nothing about viruses and
nothing about the biology of the disease. He oper-
ated purely on observational data that provided
him with the basis for a preventive intervention.
In 1967, the World Health Organization (WHO)
began international efforts to eradicate smallpox
using vaccinations with vaccinia virus (cowpox). It
has been estimated that, until that time, smallpox
afflicted 15 million people annually throughout the
world, of whom 2 million died and millions of
others were left blind or disfigured. In 1980, the
WHO certified that smallpox had been eradicated.
The smallpox eradication program,* directed at the
time by Dr. D. A. Henderson (Fig. 1-15), is one of
the greatest disease prevention achievements in
human history. The WHO estimated that 350
million new cases had been prevented over a 20-year
period. However, after the terrorist attacks that
killed nearly 3,000 people in the World Trade Center
in New York City on September 11, 2001, world-
wide concern developed about potential bioterror-
ism. Ironically, the possibility that smallpox virus
might be used for such a purpose reopened issues
regarding smallpox and vaccination that many
thought had been permanently relegated to history
by the successful efforts at eradication of the disease.
The magnitude of the smallpox bioterrorism threat,
together with issues of vaccinia risk—both to those
vaccinated and to those coming in contact with
vaccinees, especially in hospital environments—are
among many that have had to be addressed. Often,
however, only limited or equivocal data are avail-
able on these issues to guide the development of
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Figure 1-15. Photograph of Dr. D. A. Henderson, who
directed the World Health Organization Smallpox Eradication
Program.

relevant public health prevention policy relating to
a potential bioterrorism threat of using smallpox as
a weapon.

3. John Snow and Cholera

Another example of the translation of epidemio-
logic observations into public policy immortalized
John Snow, whose portrait is seen in Figure 1-16.
Snow lived in the 19th century and was well known
as the anesthesiologist who administered chloro-
form to Queen Victoria during childbirth. Snow’s
true love, however, was the epidemiology of cholera,
a disease that was a major problem in England in
the middle of the 19th century. In the first week of
September 1854, about 600 people living within a
few blocks of the Broad Street pump in London
died of cholera. At that time, the Registrar General
was William Farr. Snow and Farr had a major dis-
agreement about the cause of cholera. Farr adhered
to what was called the miasmatic theory of disease.
According to this theory, which was commonly held
at the time, disease was transmitted by a miasm, or
cloud, that clung low on the surface of the earth. If
this were so, we would expect that people who lived
at lower altitudes would be at greater risk of

Figure 1-16. Portrait of John Snow. (Portrait in oil by
Thomas Jones Barker, 1847, in Zuck D: Snow, Empson and the
Barkers of Bath. Anaesthesia 56:227-230, 2001.)

contracting a disease transmitted by this cloud than
those living at higher elevations.

Farr collected data to support his hypothesis
(Table 1-4). The data are quite consistent with his
hypothesis: the lower the elevation, the higher the
mortality rate from cholera. Snow did not agree;
he believed that cholera was transmitted through
contaminated water (Fig. 1-17). In London at that
time, a person obtained water by signing up with
one of the water supply companies. The intakes
for the water companies were in a very polluted
part of the Thames River. At one point in time,
one of the companies, the Lambeth Company, for
technical, non-health-related reasons, shifted its
water intake upstream in the Thames to a less pol-
luted part of the river; the other companies did
not move the locations of their water intakes. Snow
reasoned, therefore, that based on his hypothesis
of contaminated water causing cholera, the mortal-
ity rate from cholera would be lower in people
getting their water from the Lambeth Company
than in those obtaining their water from the other
companies. He carried out what we call today
“shoe-leather epidemiology”—going from house to
house, counting all deaths from cholera in each



TABLE 1-4. Deaths from Cholera in 10,000
Inhabitants by Elevation of
Residence above Sea Level,
London, 1848-1849

Elevation above

Sea Level (ft) Number of Deaths
<20 120
20-40 65
40-60 34
60-80 27
80-100 22
100-120 17
340-360 8

Data from Farr W: Vital Statistics: A Memorial Volume of
Selections from the Reports and Writings of William Farr
(edited for the Sanitary Institute of Great Britain by Noel
A. Humphreys). London, The Sanitary Institute, 1885.

house, and determining which company supplied
water to each house.

Snow’s findings are shown in Table 1-5. The
table shows the number of houses, the number of
deaths from cholera, and the deaths per 10,000
houses. Although this is not an ideal rate, because
a house can contain different numbers of people, it

Figure 1-17. A drop of Thames water, as
depicted by Punch in 1850. (From Extracts from
Appendix (A) to the Report of the General Board
of Health on the Epidemic Cholera of 1848 and
1849, published by HMSO, London, 1850. Int ]
Epidemiol 31:900-907, 2002.)
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is not a bad approximation. We see that in houses
served by the Southwark and Vauxhall Company,
which was getting its water from a polluted part of
the Thames, the death rate was 315 deaths per
10,000 houses. In homes supplied by the Lambeth
Company which had relocated its water intake, the
rate was only 38 deaths per 10,000 houses. His data
were so convincing that they led Farr, the Registrar
General, to require the registrar of each district in
south London to record which water company sup-
plied each house in which a person died of cholera.
Remember that, in Snow’s day, the enterotoxic
Vibrio cholerae was unknown. Nothing was known
about the biology of the disease. Snow’s conclusion
that contaminated water was associated with cho-
lera was based entirely on observational data.’

The point is that, although it is extremely impor-
tant for us to maximize our knowledge of the
biology and pathogenesis of disease, it is not always
necessary to know every detail of the pathogenic
mechanism to be able to prevent a disease. For
example, we know that virtually every case of rheu-
matic fever and rheumatic heart disease follows a
streptococcal infection. The Streptococcus has been
studied and analyzed extensively, but we still do not
know how and why it causes rheumatic fever. We
do know that after a severe streptococcal infection,

A DROP OF LONDON WATER.
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TABLE 1-5. Deaths from Cholera per 10,000 Houses, by Source of Water Supply, London, 1854

Deaths from Cholera  Deaths per 10,000 Houses

Water Supply Number of Houses
Southwark and Vauxhall Co. 40,046
Lambeth Co. 26,107
Other districts in London 256,423

1,263 315
98 38
1,422 56

Snow, M.D. New York, The Commonwealth Fund, 1936.

Data adapted from Snow J: On the mode of communication of cholera. In Snow on Cholera: A Reprint of Two Papers by John

as seen in military recruits, rheumatic fever does
not develop in 97 of every 100 infected persons. In
civilian populations, such as schoolchildren, in
whom the infection is less severe, rheumatic fever
develops in only 3 of every 1,000 infected school-
children, but not in the remaining 997.° Why does
the disease not develop in those 97 recruits and 997
schoolchildren if they are exposed to the same
organism? We do not know. We do not know if the
illness is the result of an undetected difference in
the organism or if it is caused by a cofactor that may
facilitate the adherence of streptococci to epithelial
cells. What we do know is that, even without fully
understanding the chain of pathogenesis from
infection with the Streptococcus to rheumatic fever,
we can prevent virtually every case of rheumatic
fever if we either prevent or promptly and ade-
quately treat streptococcal infections. The absence
of biologic knowledge about pathogenesis should
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not be a hindrance or an excuse for not implement-
ing effective preventive services.

Consider cigarette smoking and lung cancer. We
do not know what specific component in cigarettes
causes cancer, but we do know that 75% to 80% of
cases of lung cancer are caused by smoking. That
does not mean that we should not be conducting
laboratory research to better understand how ciga-
rettes cause cancer. But again, in parallel with that
research, we should be mounting effective commu-
nity and public health programs based on the
observational data available right now.

Figure 1-18 shows mortality data for breast
cancer and lung cancer in women in the United
States. Breast cancer mortality rates remained rela-
tively constant over several decades but showed
evidence of decline in the early years of the 21st
century. However, mortality from lung cancer in
women has been increasing steadily although it

Rate per 100,000

Figure 1-18. Breast versus lung cancer mortality:
White females versus black females, United States, 1975—
2009, age-adjusted to 2000 standard. (From Howlader
N, Noone AM, Krapcho M, et al [eds]: SEER Cancer
Statistics Review, 1975-2009 [Vintage 2009 Popula-
tions], National Cancer Institute, Bethesda, MD. Based
on November 2011 SEER data submission, posted to the
SEER web site, April 2012. http://seer.cancer.gov/

csr/1975_2009_pops09/. Accessed April 11, 2013.)
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http://seer.cancer.gov/csr/1975_2009_pops09/
http://seer.cancer.gov/csr/1975_2009_pops09/

may have begun to stabilize, and even decrease
slightly, in recent years. Since 1987, more women in
the United States have died each year from lung
cancer than from breast cancer. Thus, we are faced
with the tragic picture of a largely preventable form
of cancer, lung cancer, which results from a per-
sonal habit, smoking, as the current leading cause
of cancer death in American women.

Furthermore, in 1993, environmental tobacco
smoke (secondhand smoke from other people’s
smoking) was classified as a known human carcino-
gen by the Environmental Protection Agency, which
attributed about 3,000 lung cancer deaths in non-
smoking individuals each year to environmental
tobacco smoke.

WHEN THE FREQUENCY OF A DISEASE
DECLINES, WHO DESERVES THE CREDIT?

Over the past hundred or so years, mortality rates
from a number of common infectious diseases have
declined in the United States. For example, deaths
from childhood infections such as diphtheria,
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pertussis (whooping cough), and scarlet fever (a
streptococcal infection) have declined dramatically.
In addition, deaths from tuberculosis have dropped
significantly.

It would be tempting to link these declines
to improvements in treatments or vaccines that
became available for these diseases during this
time. However, in 1971, Edward Kass published
the graphs shown in Figure 1-19.7 These graphs
demonstrate that for each of these diseases, the
major decline in mortality occurred many years
before any effective treatment or vaccine became
available. Figure 1-20 shows a similar presentation
of mortality trends over time for rheumatic fever
in the 20th century.® Clearly, most of the decline
in rheumatic fever mortality occurred well before
penicillin and other antistreptococcal treatments
became available.

What can explain these dramatic declines even
before any vaccine or treatment became available?
Theoretically, it is possible that when we observe a
decline in mortality from an infectious disease,
human exposure to the organisms involved may
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Figure 1-19. Decline in death rates in England and Wales for (A) whooping cough, (B) diphtheria, (C) scarlet fever (children
younger than 15 years of age), and (D) respiratory tuberculosis. (From Kass EH: Infectious diseases and social change. J Infect Dis

123:110-114, 1971.)
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Figure 1-20. Decline in crude death rates from rheumatic
fever, United States, 1910-1977. (From Gordis L: The virtual
disappearance of rheumatic fever in the United States: lessons in
the rise and fall of disease. T. Duckett Jones Memorial Lecture.
Circulation 72:1155-1162, 1985.)

have declined, or the virulence of the organism may
have diminished. However, a more likely explana-
tion for the decline in mortality in these examples
is that they were primarily a result of improvements
in social conditions and were not related to any
medical intervention. In fact, Kass titled his 1971
paper, in which the graphs in Figure 1-19 appeared,
“Infectious Diseases and Social Change.” Although
the specific factors that were probably involved are
not always clear, improved housing, including sani-
tation and improved nutrition, in addition to
simultaneous lifestyle changes, are major factors
that are likely to have contributed significantly to
the decline.

We are often eager to attribute temporal declines
in mortality to medical interventions. However, the
lesson illustrated by the examples in these graphs is
that we should be cautious before we conclude that
any decline in mortality is a result of medical inter-
vention. In view of difficulties in deriving infer-
ences about the effectiveness of medical care solely
from population-wide declines in mortality, rigor-
ous epidemiologic studies are clearly essential for
assessing the effectiveness of different medical
interventions. Some of the approaches used and the
design of such studies for evaluating health services
are discussed in Chapter 17.

INTEGRATING PREVENTION
AND TREATMENT

Prevention and therapy all too often are viewed as
mutually exclusive activities, as is shown in Figure
1-21. It is clear, however, that prevention not only
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Figure 1-21. Prevention and therapy viewed as mutually
exclusive activities. (From Wilson T: Ziggy cartoon. © Universal
Press Syndicate, 1986.)

is integral to public health, but also is integral to
clinical practice. The physician’s role is to maintain
health, as well as to treat disease. But even treat-
ment of disease includes a major component of
prevention. Whenever we treat illness, we are pre-
venting death, preventing complications in the
patient, or preventing a constellation of effects on
the patient’s family. Thus, much of the dichotomy
between therapy and prevention is an illusion.
Therapy involves secondary and tertiary preven-
tion, the latter denoting the prevention of compli-
cations such as disability. At times it also involves
primary prevention. Thus, the entire spectrum of
prevention should be viewed as integral to both
public health and clinical practice.

Two very different decisions in 2012 placed
further emphasis on the link between prevention
and treatment. In July 2012, the U.S. Food and Drug
Administration (FDA) approved the use of a drug,
Truvada (combination tenofovir and emtricitabine
[antiviral] pills; Gilead Sciences), for preventing
HIV infection in people who are at high risk of
acquiring HIV infection. Since 2004, the drug had
been marketed only for treatment of individuals
already infected with HIV.

The second decision, which was announced in
May 2012, was that a 5-year clinical trial for pre-
venting a genetically determined form of Alzheim-
er’s disease would be conducted by the National
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Institutes of Health. Investigators will study 300
people who are cognitively normal but are at very
high risk for developing Alzheimer’s disease. Most
of the study participants will be from a large family
in Medellin, Colombia, which is at high risk for a
genetically determined form of Alzheimer’s disease,
characterized by early onset of cognitive impair-
ment followed by full dementia at about age 53. The
drug being studied, crenezumab (antibodies against
two types of human beta amyloid; Genentech), is
currently being evaluated in two other clinical trials
in people who already have mild to moderate
dementia, to determine whether formation of
amyloid accumulation or cognitive decline can be
slowed. Thus both in the study of HIV discussed in
the previous paragraph and in this study of
Alzheimer’s disease, drugs that have been used for
patients with clear diagnoses of the diseases in
question are now being evaluated as drugs that
could prevent these diseases in high-risk patients.
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Chapter 2

The Dynamics of Disease Transmission

I keep six honest serving-men
(They taught me all I knew);

Their names are What and Why and When

And How and Where and Who.
—Rudyard Kipling' (1865-1936)

Learning Objectives

B To introduce concepts related to disease
transmission using the epidemiologic
approach to communicable diseases as a
model.

B To define important terms related to the
occurrence of disease in a population.

B To calculate an attack rate and illustrate how
it may be used to measure person-to-person
transmission of a disease.

B To describe the steps in an outbreak investi-
gation and introduce how cross-tabulation
may be used to identify the source.

Human disease does not arise in a vacuum. It results
from an interaction of the host (a person), the agent
(e.g., a bacterium), and the environment (e.g., a
contaminated water supply). Although some dis-
eases are largely genetic in origin, virtually all
disease results from an interaction of genetic and
environmental factors, with the exact balance dif-
fering for different diseases. Many of the underlying
principles governing the transmission of disease are
most clearly demonstrated using communicable
diseases as a model. Hence, this chapter primarily
uses such diseases as examples in reviewing these
principles. However, the concepts discussed are also
applicable to diseases that do not appear to be of
infectious origin.

Disease has been classically described as the
result of an epidemiologic triad shown in Figure
2-1. According to this diagram, it is the product
of an interaction of the human host, an infectious
or other type of agent, and the environment
that promotes the exposure. A vector, such as the

mosquito or the deer tick, is often involved. For
such an interaction to take place, the host must
be susceptible. Human susceptibility is determined
by a variety of factors including genetic background
and nutritional and immunologic characteristics.
The immune status of an individual is determined
by many factors including prior experience both
with natural infection and with immunization.

The factors that can cause human disease include
biologic, physical, and chemical factors as well as
other types, such as stress, that may be harder to
classify (Table 2-1).

MODES OF TRANSMISSION

Diseases can be transmitted directly or indirectly.
For example, a disease can be transmitted person to
person (direct transmission) by means of direct
contact. Indirect transmission can occur through a
common vehicle such as a contaminated air or
water supply, or by a vector such as the mosquito.
Some of the modes of transmission are shown in
Table 2-2.

Figure 2-2 is a classic photograph showing
droplet dispersal after a sneeze. It vividly demon-
strates the potential for an individual to infect a

AGENT ENVIRONMENT

Figure 2-1. The epidemiologic triad of a disease.
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TABLE 2-1. Factors That May Be Associated with Increased Risk of Human Disease
Host Characteristics Types of Agents and Examples Environmental Factors
Age Biologic Temperature
Sex Bacteria, viruses Humidity
Race Chemical Altitude
Religion Poison, alcohol, smoke Crowding
Customs Physical Housing
Occupation Trauma, radiation, fire Neighborhood
Genetic profile Nutritional Water
Marital status Lack, excess Milk
Family background Food
Previous diseases Radiation
Immune status Air pollution
Noise

TABLE 2-2. Modes of Disease Transmission

1. Direct
a. Person-to-person contact
2. Indirect
a. Common vehicle
(1) Single exposure
(2) Multiple exposures
(3) Continuous exposure
b. Vector

large number of people in a brief period of time.
As Mims has pointed out:

An infected individual can transmit influenza
or the common cold to a score of others in the
course of an innocent hour in a crowded room. A
venereal infection also must spread progressively
from person to person if it is to maintain itself
in nature, but it would be a formidable task to
transmit venereal infection on such a scale.”

Thus, different organisms spread in different
ways, and the potential of a given organism for
spreading and producing outbreaks depends on the
characteristics of the organism, such as its rate of
growth and the route by which it is transmitted
from one person to another.

Figure 2-3 is a schematic diagram of the human
body surfaces as sites of microbial infection and
shedding. The alimentary tract can be considered
as an open tube that crosses the body, and the respi-
ratory and urogenital systems are shown as blind
pockets. Each offers an opportunity for infection.

Figure 2-2. Droplet dispersal following a violent sneeze.
(Reprinted with permission from Jennison MW: Aerobiology
17:102, 1947. Copyright 1947 American Association for the
Advancement of Science.)

The skin is another important portal of entry for
infectious agents, primarily through scratch or
injury. Agents that often enter through the skin
include streptococci or staphylococci and fungi
such as tinea (ringworm). Two points should be
made in this regard: First, the skin is not the exclu-
sive portal of entry for many of these agents, and
infections can be acquired through more than
one route. The same routes also serve as points of
entry for noninfectious disease-causing agents. For
example, environmental toxins can be ingested,
inspired during respiration, or absorbed directly
through the skin. The clinical and epidemiologic
characteristics in many infectious and noninfec-
tious conditions often relate to the site of the
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exposure to an organism or to an environmental
substance and to its portal of entry into the body.

CLINICAL AND SUBCLINICAL DISEASE

It is important to recognize the broad spectrum of
disease severity. Figure 2-4 shows the iceberg
concept of disease. Just as most of an iceberg is
underwater and hidden from view with only its tip
visible, so it is with disease: only clinical illness is
readily apparent (as seen under Host Response on
the right of Fig. 2-4). But infections without clinical
illness are important, particularly in the web of
disease transmission, although they are not visible
clinically. In Figure 2-4, the corresponding biologic
stages of pathogenesis and disease at the cellular
level are seen on the left. The iceberg concept is
important because it is not sufficient to count only

Cell Response

Host Response

CONJUNCTIVA

Scratch,injury

Figure 2-3. Body surfaces as
sites of microbial infection and
shedding. (From Mims CA, Nash
A, Stephen J: Mims’ Pathogenesis
of Infectious Disease, 5th ed.
London, Academic Press, 2001.)

Arthropod

Capillary

SKIN

the clinically apparent cases we see; for example,
most cases of polio in prevaccine days were
subclinical—that is, many people who contracted
polio infection were not clinically ill. Nevertheless,
they were still capable of spreading the virus to
others. As a result, we cannot understand and
explain the spread of polio unless the pool of inap-
parent cases is recognized.

Figure 2-5 shows the spectrum of severity for
several diseases. Most cases of tuberculosis, for
example, are inapparent. However, because inap-
parent cases can transmit the disease, such cases
must be identified to control spread of the disease.
In measles, many cases are of moderate severity and
only a few are inapparent. At the other extreme,
without intervention, rabies has no inapparent
cases, and most untreated cases are fatal. Thus, we
have a spectrum of severity patterns that varies with

1P |ed1ulID

Figure 2-4. The “iceberg” concept of infectious

diseases at the level of the cell and of the host.
(Adapted from Evans AS, Kaslow RA [eds]: Viral
Infections of Humans: Epidemiology and Control,
) 4th ed. New York, Plenum, 1997.)
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CLASS A: INAPPARENT INFECTION FREQUENT
Example: Tubercle bacillus
0 Percentage of infections ‘ 100
CLASS B: CLINICAL DISEASE FREQUENT; FEW DEATHS
i s tribut i : Example: Measles virus

Figure 2-5. Distribution of clinical severity : o A—
for three classes of infections (not drawn to | mv:-f iﬁjm
scale). (Adapted from Mausner JS, Kramer S: 0 Percentage of infections 100
Epidemiology: An Introductory Text. Philadel- CLASS C: INFECTIONS USUALLY FATAL
phia, WB Saunders, 1985, p 265.) Example; Rabies virus
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the disease. Severity appears to be related to the
virulence of the organism (how good the organism
is at producing disease) and to the site in the body
at which the organism multiplies. All of these
factors, as well as such host characteristics as the
immune response, need to be appreciated to under-
stand how disease spreads from one individual to
another.

As clinical and biologic knowledge has increased
over the years, so has our ability to distinguish dif-
ferent stages of disease. These include clinical and
nonclinical disease:

Clinical Disease
Clinical disease is characterized by signs and
symptoms.

Nonclinical (Inapparent) Disease
Nonclinical disease may include the following:

1. Preclinical Disease. Disease that is not yet clini-
cally apparent but is destined to progress to
clinical disease.

2. Subclinical Disease. Disease that is not clinically
apparent and is not destined to become clinically
apparent. This type of disease is often diagnosed
by serologic (antibody) response or culture of
the organism.

3. Persistent (Chronic) Disease. A person fails to
“shake oft” the infection, and it persists for years,
at times for life. In recent years, an interesting
phenomenon has been the manifestation of
symptoms many years after an infection was
thought to have been resolved. Some adults who
recovered from poliomyelitis in childhood are

now reporting severe fatigue and weakness; this
has been called post-polio syndrome in adult
life. These have thus become cases of clinical
disease, albeit somewhat different from the
initial illness.

4. Latent Disease. An infection with no active mul-
tiplication of the agent, as when viral nucleic
acid is incorporated into the nucleus of a cell as
a provirus. In contrast to persistent infection,
only the genetic message is present in the host,
not the viable organism.

CARRIER STATUS

A carrier is an individual who harbors the organism
but is not infected as measured by serologic studies
(no evidence of an antibody response) or by evi-
dence of clinical illness. This person can still infect
others, although the infectivity is often lower than
with other infections. Carrier status may be of
limited duration or may be chronic, lasting for
months or years. One of the best-known examples
of a long-term carrier was Typhoid Mary, who
carried Salmonella typhi and died in 1938. Over a
period of many years, she worked as a cook in the
New York City area, moving from household to
household under different names. She was consid-
ered to have caused at least 10 typhoid fever out-
breaks that included 51 cases and 3 deaths.

ENDEMIC, EPIDEMIC, AND PANDEMIC

Three other terms need to be defined: endemic, epi-
demic, and pandemic. Endemic is defined as the
habitual presence of a disease within a given
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Figure 2-6. Endemic versus epidemic disease.

geographic area. It may also refer to the usual
occurrence of a given disease within such an area.
Epidemic is defined as the occurrence in a commu-
nity or region of a group of illnesses of similar
nature, clearly in excess of normal expectancy, and
derived from a common or from a propagated
source (Fig. 2-6). Pandemic refers to a worldwide
epidemic.

How do we know when we have an excess over
what is expected? Indeed, how do we know how

much to expect? There is no precise answer to either
question. Through ongoing surveillance, we may
determine what the usual or expected level may be.
With regard to excess, sometimes an “interocular
test” may be convincing: the difference is so clear
that it hits you between the eyes.

Two examples will show how pandemics and
fear of pandemics relate to the development of
public policy. In December 1952, a dense smoke-
laden fog (smog) descended on London (Fig. 2-7).
From December 6 to 9, the fog was so thick that
visibility was reduced to 30 feet in parts of London.
Pedestrians had difficulty finding their way, even
in familiar neighborhoods. At times, people could
not see their own hands and feet. Figure 2-8
shows trends over this time in the mortality rates
and in sulfur dioxide (SO,) level. The SO, level
serves as a useful indicator of general levels of
air pollution. As seen in Figure 2-8, the fog was
accompanied by a rapid rise in the mortality rate,
clearly exceeding the usual mortality rate. This
rate remained elevated for some time after the
fog dissipated. More than 4,000 deaths were

Figure 2-7. Daytime (10:30 am) photographs of the Great Smog’s toxic pollution. A, Due to reduced visibility, a bus is guided by
an official (lower left, in silhouette) with a flashlight. B, The dim orange-gray ball in the sky is the Sun. (A from Keystone/Hulton
Archive, Getty Images. B from Central Press/Hulton Archive, Getty Images.)



5,000

—@— Weekly mortality
--i-- S0,

4,000

3,000

2,000

] section1 THEEPIDEMIOLOGIC APPROACH TO DISEASE AND INTERVENTION

0.3

0.2

S0, (ppm)

0.1

0 T T T

Weekly mortality for Greater London

T

T T T
Oct 18, Nov.1 Nov.15 Nov.29 Dec.13 Dec.27 Jan.10, Jan.24 Feb.7 Feb.21 Mar.7 Mar 21
1952 1953

T T T T

Week ending

Figure 2-8. Approximate weekly mortality and sulfur dioxide (SO,) concentrations for Greater London, 1952-1953. (From Bell
ML, Davis DL: Reassessment of the lethal London Fog of 1952: Novel indicators of acute and chronic consequences of acute exposure
to air pollution. Environ Health Perspect 109[Suppl 3]:389-394, 2001.)

attributed to the fog. Recently, further analyses
have suggested that about 12,000 excess deaths
occurred from December 1952 through February
1953.” Many of these deaths occurred in people
who were already suffering from chronic lung or
cardiovascular disease. The disaster of the London
Fog, or the Great Smog, as it became known,
led to legislation, including the Clean Air Acts
of 1956 and 1968, which banned emissions of
black smoke and required residents of urban
areas and operators of factories to convert to
smokeless fuel.

The second example involves an issue that arose
in 2011 related to laboratory research into the
H5N1, or “bird flu,” virus (Fig. 2-9). Although
transmission of naturally occurring H5N1 has been
primarily limited to those with direct contact with
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Figure 2-9. Colorized transmission electron micrograph of
Avian influenza A H5N1 viruses (seen in gold) grown in MDCK
cells (seen in green). (From Centers for Disease Control and

Prevention, courtesy of Cynthia Goldsmith, Jacqueline Katz, and
Sherif R. Zaki.)

infected animals, in the unusual cases in which
people do acquire the infection from animals, the
disease is often very severe with frequent deaths.
There has therefore been serious concern that
certain mutations in the virus might increase trans-
missibility of the virus to human beings and could
therefore result in a human pandemic. In order to
understand fully the possibility of such a mutation
and the potential for preventing it, two government-
funded laboratories, one at Erasmus Medical Center
in the Netherlands and a second at the University
of Wisconsin-Madison in the United States, created
genetically altered H5N1 strains that could be
transmitted between mammals (ferrets) through
the air.

After reviewing the two studies, for the first
time in its history, the U.S. National Science Advi-
sory Board for Biosecurity recommended against
publishing the details of the methodologies used
in these studies. The Board cited potential misuse
by “those who would seek to do harm” by par-
ticipating in bioterrorist activity. Other scientists,
however, including members of an expert panel
assembled by the World Health Organization
(WHO), disagreed, stating that the work was
important to public health efforts to prevent a
possible pandemic in humans. In January 2012,
a moratorium on some types of H5N1 research
was self-imposed by the researchers to allow time
for discussion of these concerns by experts and
by the public. The results of the two studies were
subsequently published in May and June 2012.*’

The major unresolved issue is whether the
potential benefits to society from the results of
these types of studies outweigh the risks from
uncontrolled spread of mutated virus, resulting
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either from lapses in biosafety in the laboratory
(accidental release of the virus) or from bioterrorist
activity (intentional release of the virus). Scientists
and policymakers need to develop the methods for
assessing the risks and benefits of conducting dif-
ferent types of experimental research. In addition,
these events illustrate that censorship and academic
freedom in science remain highly relevant issues
today.

DISEASE OUTBREAKS

Let us assume that a food becomes contaminated
with a microorganism. If an outbreak occurs in the
group of people who have eaten the food, it is called
a common-vehicle exposure, because all the cases
that developed were in persons exposed to the food
in question. The food may be served only once, for
example, at a catered luncheon, resulting in a single
exposure to the people who eat it, or the food may
be served more than once, resulting in multiple
exposures to people who eat it more than once.
When a water supply is contaminated with sewage
because of leaky pipes, the contamination can be
either periodic, causing multiple exposures as a
result of changing pressures in the water supply
system that may cause intermittent contamination,
or continuous, in which a constant leak leads to per-
sistent contamination. The epidemiologic picture
that is manifested depends on whether the exposure
is single, multiple, or continuous.

For purposes of this discussion, we will focus
on the single-exposure, common-vehicle outbreak

because the issues discussed are most clearly seen
in this type of outbreak. What are the characteris-
tics of such an outbreak? First, such outbreaks are
explosive, that is, there is a sudden and rapid
increase in the number of cases of a disease in a
population. Second, the cases are limited to people
who share the common exposure. This is self-
evident, because in the first wave of cases we would
not expect the disease to develop in people who
were not exposed unless there were another source
of the disease in the community. Third, in a food-
borne outbreak, cases rarely occur in persons who
acquire the disease from a primary case. The reason
for the relative rarity of such secondary cases in this
type of outbreak is not well understood.

In the United States, the leading cause of food-
borne-related illness is contamination with noro-
virus (from the Norwalk virus family). Over recent
decades, a growing number of outbreaks of acute
gastroenteritis (AGE) have occurred aboard cruise
ships. During the first 11 months of 2002, the
Centers for Disease Control and Prevention (CDC)
received reports of 21 outbreaks of AGE, of which
9 were confirmed by laboratory tests of stool speci-
mens to be associated with noroviruses. One of
these outbreaks is shown in Figure 2-10.° On
October 25, a cruise ship with 2,882 passengers and
944 crew members left Spain for a 14-day cruise to
Florida. On October 28, a total of 70 (2.5%) of the
passengers reported to the infirmary with AGE. By
November 2, a total of 106 passengers (5%) and 25
(3%) of the crew had reported illnesses. Figure 2-10
shows the rapid rise in the number of cases and the
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60 - Figure 2-10. Number of passengers and
crew members reporting to the ship’s infirmary
% 507 with symptoms of acute gastroenteritis during
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to Florida, October 25-November 8, 2002.
30 4 (From Centers for Disease Control and Pre-
Cruise Cruise vention: Outbreaks of gastroenteritis associ-
20 1 starts ends ated with noroviruses on cruise ships—United
l l States, 2002. MMWR 51:1112-1115, 2002.)
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tapering off of the epidemic curve, typical of single-
exposure common-vehicle outbreaks. Results of
tests on stool specimens from four of six passengers
were positive for a strain of norovirus that was dif-
ferent from that observed in previous outbreaks on
cruise ships. Ill crew members were quarantined
until they were symptom-free for 72 hours, the ship
was disinfected, and sanitary practices were rein-
forced. No additional outbreaks were reported in
subsequent cruises on this ship.” The CDC’s Vessel
Sanitation Program monitors outbreaks on cruise
ships and works to prevent and control transmis-
sion of illness aboard these ships. Data from each
outbreak are available on their website, http://
www.cdc.gov/nceh/vsp/.

IMMUNITY AND SUSCEPTIBILITY

The amount of disease in a population depends on
a balance between the number of people in that
population who are susceptible, and therefore at
risk for the disease, and the number of people who
are not susceptible, or immune, and therefore not
at risk. They may be immune because they have had
the disease previously or because they have been
immunized. They also may be not susceptible on a
genetic basis. Clearly, if the entire population is
immune, no epidemic will develop. But the balance
is usually struck somewhere in between immunity
and susceptibility, and when it moves toward sus-
ceptibility, the likelihood of an outbreak increases.
This has been observed particularly in formerly iso-
lated populations who were exposed to disease. For
example, in the 19th century, Panum observed that
measles occurred in the Faroe Islands in epidemic
form when infected individuals entered the isolated
and susceptible population.” In another example,
severe outbreaks of streptococcal sore throats devel-
oped when new susceptible recruits arrived at the
Great Lakes Naval Station.’

HERD IMMUNITY

Herd immunity may be defined as the resistance of
a group of people to an attack by a disease to which
a large proportion of the members of the group are
immune. If a large percentage of the population is
immune, the entire population is likely to be pro-
tected, not just those who are immune. Why does
herd immunity occur? It happens because disease
spreads from one person to another in any com-
munity. Once a certain proportion of people in the

community are immune, the likelihood is small
that an infected person will encounter a susceptible
person to whom he can transmit the infection;
more of his encounters will be with people who are
immune. The presence of a large proportion of
immune persons in the population lessens the like-
lihood that a person with the disease will come into
contact with a susceptible individual.

Why is the concept of herd immunity so impor-
tant? When we carry out immunization programs,
it may not be necessary to achieve 100% immuniza-
tion rates to immunize the population successfully.
We can achieve highly effective protection by
immunizing a large part of the population; the
remaining part will be protected because of herd
immunity.

For herd immunity to exist, certain conditions
must be met. The disease agent must be restricted
to a single host species within which transmission
occurs, and that transmission must be relatively
direct from one member of the host species to
another. If we have a reservoir in which the organ-
ism can exist outside the human host, herd immu-
nity will not operate because other means of
transmission are available. In addition, infections
must induce solid immunity. If immunity is only
partial, we will not build up a large subpopulation
of immune people in the community.

What does this mean? Herd immunity operates
if the probability of an infected person encounter-
ing every other individualin the population (random
mixing) is the same. But if a person is infected and
all his interactions are with people who are suscep-
tible (i.e., there is no random mixing of the popu-
lation), he is likely to transmit the disease to other
susceptible people. Herd immunity operates opti-
mally when populations are constantly mixing
together. This is a theoretical concept because, obvi-
ously, populations are never completely randomly
mixed. All of us associate with family and friends,
for example, more than we do with strangers.
However, the degree to which herd immunity is
achieved depends on the extent to which the popu-
lation approaches a random mixing. Thus, we can
interrupt the transmission of disease even if not
everyone in the population is immune, so long as a
critical percentage of the population is immune.

What percentage of a population must be
immune for herd immunity to operate? This
percentage varies from disease to disease. For
example, in the case of measles, which is highly
communicable, it has been estimated that 94% of
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the population must be immune before the chain
of transmission is interrupted.

Let us consider poliomyelitis immunization and
herd immunity. From 1951 to 1954, an average of
24,220 cases of paralytic poliomyelitis occurred in
the United States each year. Two types of vaccine
are available. The oral polio vaccine (OPV) not only
protects those who are vaccinated, but also protects
others in the community through secondary immu-
nity, produced when the vaccinated individual
spreads the active vaccine virus to contacts. In
effect, the contacts are immunized by the spread of
virus from the vaccinated person. If enough people
in the community are protected in this way, the
chain of transmission is interrupted. However, even
inactivated poliovirus vaccine (IPV), which does
not produce secondary immunity (does not spread
the virus), can produce herd immunity if enough
of the population is immunized; even those who are
not immunized will be protected because the chain
of transmission in the community has been
interrupted.

From 1958 to 1961, only IPV was available in the
United States. Figure 2-11A shows the expected
number of cases each year if the vaccine had pro-
tected only those who received the vaccine. Figure
2-11B shows the number of polio cases actually
observed. Clearly, the number of cases that occurred
was far less than what would have been expected
from the direct effects of the vaccine alone. The
difference between the two curves represents the
effect of herd immunity from the vaccine. Thus,
nonimmunized individuals can gain some protec-
tion from either the OPV or IPV.
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Figure 2-11.

INCUBATION PERIOD

The incubation period is defined as the interval
from receipt of infection to the time of onset of clinical
illness. If you become infected today, the disease
with which you are infected may not develop for a
number of days or weeks. During this time, the
incubation period, you feel completely well and
show no signs of the disease.

Why doesn’t disease develop immediately at
the time of infection? What accounts for the
incubation period? It may reflect the time needed
for the organism to replicate sufficiently until it
reaches the critical mass needed for clinical disease
to result. It probably also relates to the site in
the body at which the organism replicates—
whether it replicates superficially, near the skin
surface, or deeper in the body. The dose of the
infectious agent received at the time of infection
may also influence the length of the incubation
period. With a large dose, the incubation period
may be shorter.

The incubation period is also of historical inter-
est because it is related to what may have been the
only medical advance associated with the Black
Death in Europe. In 1374, when people were terri-
bly frightened of the Black Death, the Venetian
Republic appointed three officials who were to be
responsible for inspecting all ships entering the
port and for excluding ships that had sick people
on board. It was hoped that this intervention would
protect the community. In 1377, in the Italian
seaport of Ragusa, travelers were detained in an
isolated area for 30 days (trentini giorni) after arrival
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Effect of herd immunity, United States, 1958—-1961: A, Expected number of paralytic poliomyelitis cases if the vac-

cine’s effect was limited to vaccinated people. B, Number of cases observed as a result of herd immunity. (Adapted from American
Academy of Pediatrics News. Copyright 1998. From Stickle G: Observed and expected poliomyelitis in the United States, 1958—1961.

Am ] Public Health 54:1222-1229, 1964.)



to see whether infection developed. This period
was found to be insufficient, and the period of
detention was lengthened to 40 days (quarante
giorni). This is the origin of the word quarantine.

How long would we want to isolate a person? We
would want to isolate a person until he or she is no
longer infectious to others. When a person is clini-
cally ill, we generally have a clear sign of potential
infectiousness. An important problem arises before
the person becomes clinically ill—that is, during
the incubation period. If we knew when he or she
became infected and also knew the general length
of the incubation period for the disease, we would
want to isolate the infected person during this
period to prevent the communication of the disease
to others. In most situations, however, we do not
know that a person has been infected, and we may
not know until signs of clinical disease become
manifest.

This leads to an important question: Is it worth-
while to quarantine—isolate—a patient, such as a
child with chickenpox? The problem is that, during
atleast part of the incubation period, when a person
is still free of clinical illness, he or she can transmit
the disease to others. Thus, we have people who are
not (yet) clinically ill, but who have been infected
and are able to transmit the disease. For many
common childhood diseases, by the time clinical
disease develops in the child, he or she has already
transmitted the disease to others. Therefore, isolat-
ing such a person at the point at which he or she
becomes clinically ill will not necessarily be effec-
tive. On the other hand, isolation can be very valu-
able. In February 2003 a serious respiratory illness
was first reported in Asia (having occurred in 2002)
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and was termed severe acute respiratory syndrome
(SARS). The disease is characterized by fever over
38°C, headache, overall discomfort, and, after 2 to
7 days, development of cough and difficulty in
breathing in some patients. The cause of SARS has
been shown to be infection with a previously unrec-
ognized human coronavirus, called SARS-associated
coronavirus.

SARS appears to spread by close, person-to-
person contact. Because modern travel, particularly
air travel, facilitates rapid and extensive spread of
disease, within a few months the illness had spread
to more than two dozen countries in North America,
South America, Europe, and Asia. However, by late
July 2003, no new cases were being reported and the
outbreak was considered contained. However, the
possibility remains that SARS outbreaks will occur
again in the future.

The World Health Organization reported that
worldwide, 8,437 people became ill with SARS
during the November 2002 to July 2003 outbreak
and of those, 813 died (Table 2-3). The differences
in case-fatality (the proportion of cases with disease
who then die of the disease) among different coun-
tries are at least partially attributable to differences
in completeness of reporting and to international
variations in defining and diagnosing SARS. A
major contributor to control of the epidemic was
probably the strong measures implemented early
for isolating probable SARS cases and for reducing
interpersonal contacts of travelers with a history of
travel to highly affected areas.

Different diseases have different incubation
periods. A precise incubation period does not exist
for a given disease; rather, a range of incubation

TABLE 2-3. Probable Cases of Severe Acute Respiratory Syndrome (SARS), SARS-Related
Deaths, and SARS Case-Fatality, by Country, November 1, 2002-July 31, 2003

Country Cumulative Number of Cases Number of Deaths Case-Fatality (%)

Canada 251 43 17.0

China 5,327 349 7.0

China, Hong Kong 1,755 299 17.0

Singapore 238 33 14.0

Taiwan 346 37 11.0

United States 27 0 0.0

Vietnam 63 5 8.0

All other countries 89 8 9.0

All countries 8,096 744 9.6

Data from World Health Organization, http://who.int/csr/sars/country/table2004_04_21/en/index.html. Accessed May 27, 2013.
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Figure 2-12. Incubation periods of viral diseases. (From Evans AS, Kaslow RA [eds]: Viral Infections of Humans: Epidemiology

and Control, 4th ed. New York, Plenum, 1997.)

periods is characteristic for that disease. Figure 2-12
shows the range of incubation periods for several
diseases. In general, the length of the incubation
period is characteristic of the infective organism.

The incubation period for infectious diseases
has its analogue in noninfectious diseases. Thus,
even when an individual is exposed to a carcinogen
or other toxin, the disease is often manifest only
after months or years. For example, mesotheliomas
resulting from asbestos exposure may occur 20 to
30 years after the exposure.

Figure 2-13 is a graphic representation of an
outbreak of Salmonella typhimurium at a medical
conference in Wales in 1986. Each bar represents the
number of cases of disease developing at a certain
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point in time after the exposure; the number of
hours since exposure is shown along the horizontal
axis. If we draw a line connecting the tops of the bars
it is called the epidemic curve, which is defined as the
distribution of the times of onset of the disease. In
a single-exposure, common-vehicle epidemic, the epi-
demic curve represents the distribution of the incu-
bation periods. This should be intuitively apparent:
if the infection took place at one point in time, the
interval from that point to the onset of each case is
the incubation period in that person.

As seen in Figure 2-12, there was a rapid,
explosive rise in the number of cases within the
first 16 hours, which suggests a single-exposure,
common-vehicle epidemic. In fact, this pattern is

Figure 2-13. Incubation periods for
191 delegates affected by a Salmonella
typhimurium outbreak at a medical con-
ference in Wales, 1986. (Adapted from
Glynn JR, Palmer SR: Incubation period,
severity of disease, and infecting dose:
Evidence from a Salmonella outbreak.
Am ] Epidemiol 136:1369-1377, 1992.)
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Figure 2-14. Number of cases plotted against time and against the logarithm of time.

the classic epidemic curve for a single-exposure
common-vehicle outbreak (Fig. 2-14, left). The
reason for this configuration is not known. But it
has an interesting property: if the curve is plotted
against the logarithm of time rather than against
time, the curve becomes a normal curve, which
has useful statistical properties (see Fig. 2-14, right).
If plotted on log-normal graph paper, we obtain
a straight line, and estimation of the median incu-
bation period is facilitated.

The three critical variables in investigating an
outbreak or epidemic are:

(1) When did the exposure take place?

(2) When did the disease begin?

(3) What was the incubation period for the

disease?
If we know any two of these, we can calculate the
third.

ATTACK RATE
An attack rate is defined as:

Number of people at risk in whom
a certain illness develops

Total number of people at risk

The attack rate is useful for comparing the risk
of disease in groups with different exposures. The
attack rate can be specific for a given exposure. For
example, the attack rate in people who ate a certain
food is called a food-specific attack rate. It is calcu-
lated by:

Number of people who ate a certain food
and became il

Total number of people who ate that food

In general, time is not explicitly specified in an
attack rate; given what is usually known about how
long after an exposure most cases develop, the time
period is implicit in the attack rate. Examples of cal-
culating attack rates are seen in Table 2-5 on page 36.

A person who acquires the disease from that
exposure (e.g., from a contaminated food) is called
a primary case. A person who acquires the disease
from exposure to a primary case is called a secondary
case. The secondary attack rate is therefore defined
as the attack rate in susceptible people who have
been exposed to a primary case. It is a good measure
of person-to-person spread of disease after the
disease has been introduced into a population, and
it can be thought of as a ripple moving out from
the primary case. We often calculate the secondary
attack rate in family members of the index case.

The secondary attack rate also has application in
noninfectious diseases when family members are
examined to determine the extent to which a disease
clusters among first-degree relatives of an index
case, which may yield a clue regarding the relative
contributions of genetic and environmental factors
to the cause of a disease.

EXPLORING OCCURRENCE OF DISEASE

The concepts outlined in this chapter form the basis
for exploring the occurrence of disease. When a
disease appears to have occurred at more than an
endemic level, and we wish to investigate its occur-
rence, we ask:

Who was attacked by the disease?

When did the disease occur?

Where did the cases arise?
It is well known that disease risk is affected by all
of these factors.
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Who

The characteristics of the human host are clearly
related to disease risk. Factors such as sex, age, and
race have a major effect.

Gonorrhea

As shown in Figure 2-15, rates of gonorrhea have
historically been higher in men than in women,
and this sex difference is observed at least as far
back as 1960 (not shown in this graph). Because
women are more likely to be asymptomatic, the
disease in women has probably been underre-
ported. Rates have been leveling off in both men
and women over the past few decades, and in
recent years, the sex difference has largely disap-
peared, possibly as a result of increased screening
in women.

Rate (per 100,0000 population)

Pertussis

Incidence of pertussis in the United States peaked
in 2004; the rate reached 8.9 cases per 100,000
population, more than twice that reported in
2003. In 1994, the rate was 1.8. The number of
cases in 2004 was the highest reported since
1959. Although childhood pertussis vaccine cover-
age levels are high in the United States, pertussis
continues to cause morbidity. Some of this increase
may result from improved diagnostics, as well as
recognition and reporting of cases. As seen in
Figure 2-16, the lowest rates for pertussis in the
United States were observed from 1979 to 1981.
Although incidence in 2009 was not as high as in
2004, incidence rates increased between 2008 and
2009, and continue to be higher than rates in the
1990s.
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Figure 2-15. Gonorrhea—rates by sex, United States, 1990-2010. (From Centers for Disease Control and Prevention: Sexually
transmitted disease surveillance 2010. Atlanta: U.S. Department of Health and Human Services; 2011. http://www.cdc.gov/std/stats10/

figures/15.htm. Accessed April 11, 2013.)
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Figure 2-16. Pertussis (whooping cough) incidence
per 100,000 population by year, United States, 1979-2009.
(From Centers for Disease Control and Prevention:
Summary of notifiable diseases, United States, 2009.
MMWR Morb Mortal Wkly Rep 58:1-100, 2011.)
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Figure 2-17. Pertussis (whooping cough), reported numbers of cases by age group, United States, 2009. (From Centers for Disease
Control and Prevention: Summary of notifiable diseases, United States, 2009. MMWR Morb Mortal Wkly Rep 58:1-100, 2011.)

Pertussis occurrence is clearly related to age (Fig.
2-17). Although the highest rate of pertussis was
in infants less than 6 months of age (126.9 per
100,000 population), the number of reported cases
was highest in children ages 7 to 10 (numbers of
reported pertussis cases are shown in Fig. 2-17).
In recent years, the percentage of total cases com-
prised by 7- to 10-year-olds has been rising, from
13% in 2007 to 23% in 2009. Approximately half of
reported pertussis cases in 2009 were in adolescent
10- to 19-year-olds and adults over the age of 20.
Although the specific cause of this phenomenon is
unknown, it could result from a waning of protec-
tion 5 to 10 years after pertussis immunization.

When

Certain diseases occur with a certain periodicity.
For example, aseptic meningitis peaks yearly (Fig.
2-18). Often, there is a seasonal pattern to the tem-
poral variation. For example, diarrheal disease is
most common during the summer months, and
respiratory disease is most common during the
winter months. The question of when is also
addressed by examining trends in disease incidence
over time. For example, in the United States, both
incidence of, and deaths from, acquired immuno-
deficiency syndrome (AIDS) increased for many
years, but began to decline in 1996, largely as a
result of new therapy and health education efforts.

Where

Disease is not randomly distributed in time or
place. For example, Figure 2-19 shows the geo-
graphic distribution of Lyme disease in the United
States, by county, in 2009. There is a clear clustering
of cases along the Northeast coast, in the north-
central part of the country, and in the Pacific coast
region. The states in which established enzootic
cycles of Borrelia burgdorferi, the causative agent,
have been reported accounted for 94% of the cases.
The distribution of the disease closely parallels that
of the deer tick vector.

A dramatic example of spread of disease is seen
with West Nile virus (WNYV) in the United States.’
WNV was first isolated and identified in 1937 in the
West Nile region of Uganda, and for many years, it
was found only in the Eastern hemisphere. The
basic cycle of the disease is bird-mosquito-bird.
Mosquitoes become infected when they bite infected
birds. When mosquitoes that bite both birds and
humans become infected, they pose a threat to
people. Most human infections are subclinical, but
approximately 1 of 150 infections in recent years
has resulted in meningitis or encephalitis. The risk
of neurologic disease is significantly increased in
people older than 50 years of age. Other symptoms
include fever, nausea and vomiting, rash, headache,
and muscle weakness. The case-fatality, or the pro-
portion of people who develop the disease (cases)
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Figure 2-18. Aseptic meningitis, reported cases per 100,000 population by month, United States, 1986-1993. (From Centers for
Disease Control and Prevention: Summary of notifiable diseases, United States, 1993. MMWR 42:22, 1994.)
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Figure 2-19. Lyme disease, reported cases by county, United States, 2009. (From Centers for Disease Control and Prevention:
Summary of notifiable diseases, United States, 2009. MMWR Morb Mortal Wkly Rep 58:1-100, 2011.)
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Figure 2-20. West Nile virus activity by state, United States, 1999-2002. NHC, no human cases. (From Centers for Disease Control
and Prevention: Provisional surveillance summary of the West Nile Virus epidemic, United States, January—November, 2002. MMWR

51:1129-1133, 2002.)

who then die of the disease, can be as high as 14%.
Advancing age is a major risk factor for death from
WNV, with one study reporting death nine times as
frequently in older compared with younger patients.
Treatment is supportive, and prevention is largely
addressed through mosquito control and the use of
insect repellents. Tracking the distribution of the
disease depends on surveillance for human cases,
and on monitoring birds and animals for the disease
and deaths from the disease. Surveillance is dis-
cussed in further detail in Chapter 3 on page 38.
WNV was first identified in New York City in
1999. Figure 2-20 shows the rapid spread of WNV
across the United States from 1999 to 2002. In 2002,
human cases were reported from 619 counties in 37
states and the District of Columbia. Of the 3,389
cases of WNV-associated disease reported, 2,354
patients (69%) had West Nile meningoencephalitis.
Looking at data from the 2002 outbreak of WNV
meningoencephalitis in Figure 2-21, we see that the
epidemic peaked in August, with the peak occur-
ring 1 week earlier in the south (gray bars) than in
the north (blue bars). Nine percent of people who
developed West Nile meningoencephalitis died.
Much remains to be learned about this disease to
facilitate treatment, prevention, and control.
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Figure 2-21. Number of human West Nile meningoenceph-
alitis cases, by location and week and month of illness onset,
United States, June—-November 2002. (From Centers for Disease
Control and Prevention: Provisional surveillance summary of
the West Nile Virus epidemic, United States, January—November,
2002. MMWR 51:1129-1133, 2002.)

OUTBREAK INVESTIGATION

The characteristics just discussed are the central
issues in virtually all outbreak investigations. The
steps for investigating an outbreak follow this
general pattern (Table 2-4).
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TABLE 2-4. Steps in Investigating an Acute Outbreak

Investigating an acute outbreak may be primarily deductive (i.e., reasoning from premises or propositions
proved previously) or inductive (i.e., reasoning from particular facts to a general conclusion), or it may be a
combination of both.

Important considerations in investigating an acute outbreak of infectious diseases include determining that an
outbreak has in fact occurred and defining the extent of the population at risk, determining the measure of spread

and reservoir, and characterizing the agent.

a. Define the “numerator” (cases)
(1) Clinical features: is the disease known?
(2) What are its serologic or cultural aspects?
(3) Are the causes partially understood?

d. Calculate the attack rates
2. Examine the distribution of cases by the following:
a. Time } Look for time—place interactions
b. Place
4. Develop hypotheses based on the following:
a. Existing knowledge (if any) of the disease
b. Analogy to diseases of known etiology
c. Findings from investigation of the outbreak
5. Test hypotheses

6. Recommend control measures
a. Control of current outbreak
b. Prevention of future similar outbreaks

3. Look for combinations (interactions) of relevant variables

a. Further analyze existing data (case-control studies)
b. Refine hypotheses and collect additional data that may be needed

Steps commonly used are listed below, but depending on the outbreak, the exact order may differ.
1. Define the outbreak and validate the existence of an outbreak

b. Define the “denominator”: What is the population at risk of developing disease (i.e., susceptible)?
¢. Determine whether the observed number of cases clearly exceeds the expected number

7. Prepare a written report of the investigation and the findings
8. Communicate findings to those involved in policy development and implementation and to the public

Cross-Tabulation

When confronted with several possible causal
agents as is often the case in a food-borne disease
outbreak, a very helpful method for determining
which of the possible agents is likely to be the
cause is called cross-tabulation. This is illustrated
by an outbreak of food-borne streptococcal disease
in a Florida jail reported some years ago by the
CDC."

In August 1974, an outbreak of group A
B-hemolytic streptococcal pharyngitis affected 325
of 690 inmates. On a questionnaire administered to
185 randomly selected inmates, 47% reported a
sore throat between August 16 and August 22.
Based on a second questionnaire, food-specific
attack rates for items that were served to randomly
selected inmates showed an association between
two food items and the risk of developing a sore
throat: beverage and egg salad served at lunch on
August 16 (see Table 2-5).

In Table 2-5, for each of the suspected exposures
(beverage and egg salad), the attack rate was calcu-
lated for those who ate or drank the item (were
exposed) and those who did not eat or drink the
item (were not exposed). For both the beverage and
the egg salad, attack rates are clearly higher among
those who ate or drank the item than among those
who did not. However, this table does not permit
us to determine whether the beverage or the egg
salad accounted for the outbreak.

In order to answer this question, we use the tech-
nique of cross-tabulation. In Table 2-6, we again
examine the attack rates in those who ate egg salad
compared with those who did not, but this time we
do so separately for those who drank the beverage
and for those who did not.

Looking at the data by columns, we see that both
among those who ate egg salad and among those
who did not, drinking the beverage did not increase
the incidence of streptococcal illness (75.6% vs.
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County Jail, Miami

ATE

TABLE 2-5. Food-Specific Attack Rates for Items Consumed August 16, 1974, Dade

DID NOT EAT

Item Consumed Sick Total

% Sick (Attack Rate)

Sick Total % Sick (Attack Rate) P

Beverage 179 264 67.8
Egg salad sandwiches 176 226 77.9

22 50 44.0
27 73 37.0

<.010
<.001

From Centers for Disease Control and Prevention: Outbreak of foodborne streptococcal disease. MMWR 23:365, 1974.

1974, Dade County Jail, Miami

ATE EGG SALAD

TABLE 2-6. Cross-Table Analysis for Egg Salad and Beverage Consumed August 16,

DID NOT EAT EGG SALAD

Sick Well Total

% Sick (Attack Rate)

Sick Well Total % Sick (Attack Rate)

beverage

Drank beverage 152 49 201 75.6
Did not drink 12 3 15 80.0

19 53 72 26.4
7 21 28 25.0

From Centers for Disease Control and Prevention: Outbreak of foodborne streptococcal disease. MMWR 23:365, 1974.

80% and 26.4% vs. 25%, respectively). However,
looking at the data in the table horizontally, we see
that eating the egg salad increased the attack rate of
the illness, both in those who drank the beverage
(75.6% vs. 26.4%) and in those who did not (80%
vs. 25%). Thus, the egg salad is clearly implicated.
Further discussion of the analysis and interpreta-
tion of cross-tabulation can be found in Chapter 11.

This example demonstrates the use of cross-
tabulation in a food-borne outbreak of an infec-
tious disease, but the method has broad applicability
to any condition in which multiple etiologic factors
are suspected. It is discussed further in Chapter 15.

CONCLUSION

This chapter reviewed some basic concepts that
underlie the epidemiologic approach to acute
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REVIEW QUESTIONS FOR CHAPTER 2
1. Endemic means that a disease: 2. What is the sore throat attack rate in persons

a. Occurs clearly in excess of normal expectancy

b. Is habitually present in human populations

c. Affects a large number of countries simulta-
neously

d. Exhibits a seasonal pattern

e. Is prevalent among animals

Questions 2 and 3 are based on the information
given below:

The first table shows the total number of
persons who ate each of two specified food items
that were possibly infective with group A strep-
tococci. The second table shows the number of
sick persons (with acute sore throat) who ate
each of the various specified combinations of the
food items.

Total Number of Persons Who Ate Each
Specified Combination of Food Items

Did Not

Ate Tuna Eat Tuna
Ate egg salad 75 100
Did not eat egg salad 200 50

Total Number of Persons Who Ate Each
Specified Combination of Food Items
and Who Later Became Sick (with Acute
Sore Throats)

Did Not

Ate Tuna Eat Tuna
Ate egg salad 60 75
Did not eat egg salad 70 15

who ate both egg salad and tuna?
a. 60/75

b. 70/200

c. 60/135

d. 60/275

e. None of the above

. According to the results shown in the preceding

tables, which of the following food items (or
combination of food items) is most likely to be
infective?

a. Tuna only

b. Egg salad only

c. Neither tuna nor egg salad

d. Both tuna and egg salad

e. Cannot be calculated from the data given

. In the study of an outbreak of an infectious

disease, plotting an epidemic curve is useful

because:

a. It helps to determine what type of outbreak
(e.g., single-source, person-to-person) has
occurred

b. Itshowswhether herd immunity has occurred

c. It helps to determine the median incubation
period

d. aand ¢

e. a bandc

. Which of the following is characteristic of a

single-exposure, common-vehicle outbreak?

. Frequent secondary cases

. Increasing severity with increasing age

Explosive

. Cases include both people who have been
exposed and those who were not exposed

e. All of the above

oo op



Chapter 3

The Occurrence of Disease:
l. Disease Surveillance and Measures

of Morbidity

We owe all the great advances in knowledge to those who endeavor to find out

how much there is of anything.

—James Maxwell, physicist (1831-1879)

If you can measure that of which you speak, and can express it by a number, you
know something of your subject, but if you cannot measure it, your knowledge is

meager and unsatisfactory.

—William Thomson, Lord Kelvin, engineer, mathematician, and physicist

(1824-1907)

Learning Objectives

B To describe the important role of epidemiol-
ogy in disease surveillance.

B To compare different measures of morbidity,
including incidence rates, cumulative
incidence, attack rates, prevalence, and
person-time at risk.

B To illustrate why incidence data are neces-
sary for measuring risk.

B To discuss the interrelationship between
incidence and prevalence.

B To describe limitations in defining the
numerators and denominators of incidence
and prevalence measurements.

In Chapter 2, we discussed how diseases are trans-
mitted. It is clear from that discussion that in order
to examine the transmission of disease in human
populations, we need to be able to measure the
frequency of both disease occurrence and deaths
from the disease. In this chapter, we will describe
disease surveillance in human populations and its
importance in providing information about mor-
bidity from disease. We will then discuss how we
use rates and proportions to express the extent of
morbidity resulting from a disease, and in the next

38

chapter (see Chapter 4), we will turn to expressing
the extent of mortality in quantitative terms.

SURVEILLANCE

Surveillance is a fundamental role of public health.
Surveillance may be carried out to monitor changes
in disease frequency or to monitor changes in the
levels of risk factors. Much of our information
about morbidity and mortality from disease comes
from programs of systematic disease surveillance.
Surveillance is most frequently conducted for infec-
tious diseases, but in recent years it has become
increasingly important in monitoring changes in
other types of conditions such as congenital mal-
formations, cancer, asthma, and chemical poison-
ing, and for injuries and illnesses after natural
disasters such as hurricanes or earthquakes. Sur-
veillance is also used to monitor for completeness
of vaccination coverage and protection of a popu-
lation and for the prevalence of drug-resistant
organisms such as drug-resistant tuberculosis and
malaria.

The Centers for Disease Control and Preven-
tion (CDC) defined epidemiologic surveillance as
the “ongoing systematic collection, analysis, and
interpretation of health data essential to the




Chapter 3 The Occurrence of Disease: |. Disease Surveillance and Measures of Morbidity

planning, implementation, and evaluation of
public health practice closely integrated with the
timely dissemination of these data to those who
need to know.”’

An important element of this as well as other
definitions of surveillance is providing decision-
makers with guidance for developing and imple-
menting the best strategies for programs for disease
prevention and control. In order to enable countries
or states to develop coordinated public health
approaches, mechanisms for information exchange
are essential. Consequently, standardized defini-
tions of disease and diagnostic criteria are needed
that can be applied in different countries. The forms
used for reporting must also be standardized.

Passive and Active Surveillance

Passive surveillance denotes surveillance in which
available data on reportable diseases are used, or in
which disease reporting is mandated or requested,
with the responsibility for the reporting often
falling on the health care provider or district health
officer. This type of reporting is also called passive
reporting. The completeness and quality of the data
reported thus largely depend on this individual and
his or her staff, who often take on this role without
additional funds or resources. As a result, under-
reporting and lack of completeness of reporting are
likely; to minimize this problem, the reporting
instruments must be simple and brief. When passive
reporting is used, local outbreaks may be missed
because the relatively small number of cases often
ascertained becomes diluted within a large denomi-
nator of a total population of a province or country.
However, a passive reporting system is relatively
inexpensive and relatively easy to develop initially.
In addition, as many countries have systems of
passive reporting for a number of reportable dis-
eases that are generally infectious, passive reporting
allows for international comparisons that can
identify areas that urgently need assistance in con-
firming new cases and in providing appropriate
interventions for control and treatment.

Active surveillance denotes a system in which
project staff are recruited to carry out a surveil-
lance program. They are recruited to make periodic
field visits to health care facilities such as clinics
and hospitals in order to identify new cases of a
disease or diseases or deaths from the disease that
have occurred (case finding). Active surveillance
may involve interviewing physicians and patients,
reviewing medical records, and, in developing

countries and rural areas, surveying villages and
towns to detect cases either periodically on a
routine basis or after an index case has been
reported. Reporting is generally more accurate
when surveillance is active than when it is passive
because active surveillance is conducted by indi-
viduals who have been specifically employed to
carry out this responsibility.

When passive surveillance is used, existing staff
members are often asked to report new cases.
However, they are often overburdened by their
primary responsibilities of providing health care
and administering health services. For them, filing
reports of new cases is an additional burden that
they often view as peripheral to their main respon-
sibilities. Furthermore, with active reporting, local
outbreaks are generally identified. But active report-
ing is more expensive to maintain than passive
reporting and is often more difficult to develop
initially.

Surveillance in developing countries may present
additional problems. For example, areas in need of
surveillance may be difficult to reach, and it may be
difficult to maintain communication from such
areas to the central authorities who must make
policy decisions and allocate the resources neces-
sary for follow-up and disease control and preven-
tion. Furthermore, definitions of disease used in
developed countries may at times be inappropriate
or unusable in developing countries because of a
lack of the laboratory and other sophisticated
resources needed for full diagnostic evaluation of
suspected cases. The result may therefore be an
underreporting of observed clinical cases.

One example of the challenges in disease surveil-
lance using mortality data is the problem of differ-
ing estimates of mortality from malaria, one of the
major killers today, especially in poor, developing
countries. In 2004, there was a worldwide peak in
malaria deaths. Since then, deaths due to malaria
have decreased substantially, particularly in sub-
Saharan Africa. This has been attributed to the suc-
cessful expansion of vector control activities, such
as insecticide-treated bednets to prevent infection
and improved treatment of those already infected.
Murray et al published an analysis in 2012 in which
they reported that the global burden from malaria
mortality, particularly among adults and children
aged 5 years or older, was substantially larger
(almost twice as large) than that previously
estimated in the 2011 World Malaria Report of
the World Health Organization (WHO).” This
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disparity in estimates highlights the difficulties in
obtaining reliable data in the absence of a standard-
ized surveillance system, vital registration, and
diagnostic testing.

Surveillance may also be carried out to assess
changes in levels of environmental risk factors for
disease. For example, monitoring levels of particu-
late air pollution or atmospheric radiation may be
conducted, particularly after an accident has been
reported, such as the explosion at the Three Mile
Island nuclear reactor in Pennsylvania in the United
States in 1979, the worst commercial nuclear power
plant meltdown in U.S. history.” Such monitoring
may give an early warning about a possible rise in
rates of disease associated with that environmental
agent. Thus, surveillance for changes in either
disease rates or levels of environmental risk factors
may serve as a measure of the severity of the acci-
dent and point to possible directions for reducing
such hazards in the future.

STAGES OF DISEASE IN AN INDIVIDUAL
AND IN A POPULATION

Let us now consider the levels of a disease in a
population over a period of time and how individu-
als move from one level of disease to another in the
population.

Figure 3-1 shows the timeline for the develop-
ment of a disease in an individual. An individual is
healthy (i.e., without disease), and at some point,
biologic onset of a disease occurs. The person is
often unaware of the point in time when the disease
begins. Later, symptoms develop and lead the
patient to seek medical care. In certain situations,
hospitalization may be required, either for diagno-
sis or for treatment, or for both. In any case, at some
point a diagnosis is made and treatment is initiated.
One of several outcomes can then result: cure,
control of the disease, disability, or death. (This will
be examined in further detail in Chapter 18 under
“The Natural History of Disease.”)

Figure 3-2A-D shows the progression of disease
in a population as reflected by the levels of illness
and medical care. The outside rectangle represents
the total population (see Fig. 3-2A), and the smaller
rectangle represents the smaller subset of sick
people (see Fig. 3-2B). As a person becomes ill,
he moves within the sick group to those who
seek care and to the subset of those who are
hospitalized, from the outside rectangle to the
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Cure
Control
Disability
HEALTHY , | | | Death
L] L] L] L] I >
Disease Symptoms Seek Diagnosis
onset care Treatment
A
OUTCOME:
Cure
Control
Disability
HEALTHY § | | | | Death
1 1 1 1 I >
Disease Symptoms Seek Diagnosis
onset care Treatment
| interviews
SOURCES | Physician records
OF DATA Hospital
records
B

Figure 3-1. A, The natural history of disease. B, The natural
history of disease and some sources of data relating to each
interval.

progressively smaller rectangles in the diagram as
shown by the curved arrows (see Fig. 3-2C). As
seen in Figure 3-2D, deaths occur in all of these
rectangles, as shown by the small straight arrows,
but the death rate is proportionately greater in
groups with more severe illness such as those who
are hospitalized.

What sources of data can be used to obtain
information about the person’s illness? For the
period of the illness that necessitates hospitaliza-
tion, medical and hospital records are useful (see
Fig. 3-1B). If hospitalization is not required, physi-
cians’ records may be the best source. If we want
information about the illness even before medical
care was sought, we may obtain this information
from the patient using a questionnaire or an inter-
view. If the patient cannot provide this informa-
tion, we may obtain it from a family member or
someone else who is familiar with the patient’s
health status. Not shown in this figure are the
records of health insurers, which at times can
provide very useful information.

The source of data from which cases are identi-
fied clearly influences the rates that we calculate for
expressing the frequency of disease. For example,
hospital records will not include data about patients
who obtained care only in physicians’ offices. Con-
sequently, when we see rates for the frequency of
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Figure 3-2. A-C, The population: progression from health to varying degrees of disease severity. D, The population: the occur-
rence of deaths in each group. (Adapted from White KL, Williams TF, Greenberg BG: The ecology of medical care. N Engl ] Med

265:885-892, 1961.)

occurrence of a certain disease, we must identify the
sources of the cases and determine how the cases
were identified. When we interpret the rates and
compare them to rates reported in other popula-
tions and at other times, we must take into consid-
eration the characteristics of the sources from
which the data were obtained.

Occurrence of disease can be measured using
rates or proportions. Rates tell us how fast the
disease is occurring in a population; proportions tell
us what fraction of the population is affected. Let
us turn to how we use rates and proportions for
expressing the extent of disease in a community or
other population. In this chapter we discuss mea-
sures of illness or morbidity; measures of mortality
are discussed in Chapter 4.

MEASURES OF MORBIDITY

Incidence Rate

The incidence rate of a disease is defined as the
number of new cases of a disease that occur during
a specified period of time in a population at risk for
developing the disease.

Incidence rate per 1,000 =

No. of new cases of a disease occurring
in the population during
a specified period of time
No. of persons who are at risk of
developing the disease during
that period of time

x1,000

In this rate, the result has been multiplied
by 1,000 so that we can express the incidence per
1,000 persons. The choice of 1,000 is completely
arbitrary—we could have used 10,000, 1 million, or
any other figure.

The critical element in defining incidence rate is
NEW cases of disease. Incidence rate is a measure
of events—the disease is identified in a person who
develops the disease and did not have the disease
previously. Because the incidence rate is a measure
of events (i.e., transition from a non-diseased to a
diseased state), the incidence rate is a measure of
risk. This risk can be looked at in any population
group, such as a particular age group, males or
females, an occupational group, or a group that has
been exposed to a certain environmental agent,
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Figure 3-3. Trends of incidence of childhood thyroid
cancer in Belarus, Ukraine, and Russia, 1986-1994. (From
Bard D, Verger P, Hubert P: Chernobyl, 10 years after:
Health consequences. Epidemiol Rev 19:187-204, 1997.)

Incidence per million

such as radiation or a chemical toxin. For example,
Figure 3-3 shows trends in incidence of thyroid
cancer in children in Belarus, Ukraine, and Russia
from 1986 to 1994, obtained from surveillance data
following an explosion in the Chernobyl reactor.*
The highest incidence rates were found in the most
contaminated areas—Gomel in southern Belarus
and parts of northern Ukraine. However, a problem
in interpreting such data is the possibility that the
observed increase could be due to intensive screen-
ing that was initiated following the accident. Such
screening could have identified thyroid tumors that
might otherwise not have been detected. Neverthe-
less, there is now general agreement that the
observed increase in thyroid cancer in children and
adolescents in areas exposed to Chernobyl fallout
was, in fact, real.

The denominator of an incidence rate represents
the number of people who are at risk for developing
the disease. For an incidence rate to be meaningful,
any individual who is included in the denominator
must have the potential to become part of the
group that is counted in the numerator. Thus, if we
are calculating incidence of uterine cancer, the
denominator must include only women, because
men would not have the potential to become part
of the group that is counted by the numerator, that
is, men are not at risk for developing uterine cancer.
Although this point seems obvious, it is not always
so clear, and we shall return to this issue later in the
discussion.

Another important issue regarding the denomi-
nator is the issue of time. Incidence measures can
use two types of denominators: people at risk who
are observed throughout a defined time period; or,
when all people are not observed for the full time
period, person-time (or units of time when each

person is observed). Let us consider each of these
approaches.

People at Risk Who Are Observed throughout
a Defined Time Period

In the first type of denominator for incidence rate,
we specify a period of time, and we must know that
all of the individuals in the group represented by
the denominator have been followed up for that
entire period. The choice of time period is arbitrary:
We could calculate incidence in 1 week, incidence
in 1 month, incidence rate in 1 year, incidence rate
in 5 years, and so on. The important point is that
whatever time period is used in the calculation
must be clearly specified, and all individuals
included in the calculation must have been observed
(at risk) for the entire period. The incidence calcu-
lated using a period of time during which all of the
individuals in the population are considered to be
at risk for the outcome is also called cumulative
incidence, which is a measure of risk.

When All People Are Not Observed for the Full
Time Period, Person-Time, or Units of Time
When Each Person Is Observed

Often, however, every individual in the denomina-
tor has not been followed for the full time specified
for a variety of reasons, including loss to follow-up
or death from a cause other than that being studied.
When different individuals are observed for differ-
ent lengths of time, we calculate an incidence rate
(also called an incidence density), in which the
denominator consists of the sum of the units of
time that each individual was at risk and was
observed. This is called person-time and is often
expressed in terms of person-months or person-
years of observation.
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Figure 3-4. When all the people in the population being

studied are observed for the entire period: Person-years (py) of
observation.

Let us consider person-years (py): One person at
risk who is observed for one year = one person-year.
One person at risk observed for 5 years = 5 person-
years (py). But 5 people at risk, each of whom is
observed for only 1 year, also = 5 person-years.

Let us assume we have a 5-year study and 5
people have been observed for the entire period (as
indicated by the arrow for each person in Fig. 3-4).
In each of the 5 years of the study, all 5 participants
are observed, so that we have 5 person-years of
observation in each of the 5 years, for a total of 25
person-years of observation in the entire study.

Now let us consider the situation where all 5
people at risk are not observed for the entire 5 years
of the study but are observed for different lengths
of time (Fig. 3-5A). In this diagram, the two arrows
represent 2 people who were observed for all 5
years. The timelines for the 3 other people end with
a red “x” which indicates the point at which the
observation of each individual ended, either because
the event of interest occurred, or the person was
lost to follow-up, or other problems.

How do we calculate the total number of person-
years observed in this study? Let us look at the first
year of the study (Fig. 3-5B). All 5 people were
observed during the first year, so we have 5 person-
years of observation in the first year (Fig. 3-5C).

Now look at the second year of the study (Fig.
3-5D). Note that participant #2 was only observed
for the first year, so that in the second year we have
only 4 participants, each of whom contributed one
year of follow-up to the study for a total of 4
person-years (Fig. 3-5E).

Looking at the third year of the study, we see that
participant #3 was only observed for the first 2 years
of the study (Fig. 3-5F). Therefore, only 3 partici-
pants were observed in the third year generating
3 person-years of observation during the third
year (Fig. 3-5G). These participants were also all
observed for the fourth year of the study (Fig.
3-5H) and they again contributed 3 person-years of
observation during the fourth year of the study
(Fig. 3-5I).

Finally, let us look at the fifth year of the study
(Fig. 3-5J). We see that participant #5 was only
observed for the first 4 years of the study. As a result,
only 2 participants remained and were observed in
the fifth year of the study. They contributed 2
person-years of observation during the fifth year
(Fig. 3-5K). As seen in Figure 3-5L, we therefore
had 5+ 4 + 3 + 3 + 2 person-years of observation
during the entire 5-year study, yielding a total of 17
person-years of observation. (This compares with
25 person-years of observation if all 5 participants
had been observed throughout the entire 5 years of
the study, as seen in Figure 3-4.) Thus, if people at
risk are observed for different periods of time, the
incidence rate is:

Incidence rate per 1,000 =
Number of NEW cases of a disease
occurring in a population during a
specified period of time

- X1,
Total person-time (The sum of the 000

time periods of observation of each
person who has been observed for all or
part of the entire time period)

Person-time is discussed further in Chapter 6.

Identifying New Cases in Order

to Calculate Incidence

Practically speaking, when we wish to calculate
incidence, how do we identify all new cases in a
population during a specified time period? In
certain situations it may be possible to monitor
an entire population over time with tests that can
detect newly developed cases of a disease. However,
often this is not possible and instead a population
is identified and screened for the disease at baseline
(prevalent cases defined in the next section) (Fig.
3-6). Those who do not have the disease at base-
line are followed for the specified time, such as
1 year. They are then rescreened to see if they have
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Figure 3-5. A-L, But what if the people at risk in the population are observed for different lengths of time? Calculation of person-
time as person-years (py) observed. (See p. 42 for explanation in text.)

developed the disease of interest (Fig. 3-7). Any
cases that are identified clearly developed disease
during the 1-year period since those followed were
free of disease at the beginning of the year. Thus
these cases are new or incident cases and serve as
the numerator for the incidence rate.

Although in most situations it is necessary to
express incidence by specifying a denominator, at

times, the number of cases alone may be informa-
tive. For example, Figure 3-8 shows the number of
expected and observed cases of tuberculosis
reported in the United States from 1980 to 1992.
(Note that the vertical axis is a logarithmic scale.)
The smallest number of cases ever reported in a
year in the United States (since reporting began)
was in 1985. The number had declined from 1980
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Figure 3-5, cont'd

to 1985, and the figure shows the number of cases
that would have been expected had the decline con-
tinued. However, the decline suddenly stopped in
1985. From 1985 to 1992, the reported number of
cases of tuberculosis increased by 20%; had the
projected decline continued, approximately 51,700
fewer cases would have been expected. Much of the
increase in tuberculosis seen here was associated

with simultaneous infection with human immu-
nodeficiency virus (HIV). However, even before
acquired immunodeficiency syndrome (AIDS) and
HIV were recognized as major public health prob-
lems, tuberculosis had remained a serious, but often
neglected, problem, particularly in certain urban
areas of the United States. We see that even a graph
that plots numbers of cases without a denominator
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can be very helpful when there is no reason to
suspect a significant change in the denominator
during a given time period.

In general, however, our goal in calculating inci-
dence is to be able to do so with the information
needed for both the numerator and denominator
so that valid comparisons can be made. Figure 3-9
presents data on cancer incidence in the United
States for males (left) and females (right) from 1975
to 2007. As seen here, lung cancer incidence has
been declining in men and leveling off in women.
After marked rises in incidence for many years,
prostate cancer in men has been declining since
2001. Breast cancer in women in the United States
is also characterized by recent declines since 1998.
After having been level for a number of years, colon
and rectal cancers have been decreasing in both
men and women.

Attack Rate

Occasionally, time associated with the denominator
may be specified implicitly rather than explicitly.
For example, in Chapter 2 we discussed investigat-
ing a food-borne disease outbreak, in which we
speak of an attack rate, which is defined as the
number of people exposed to a suspect food who
became ill, divided by the number of people who
were exposed to that food. The attack rate does not
explicitly specify the time interval because for many
food-borne disease outbreaks we know that most
cases occur within a few hours or a few days after
the exposure. Consequently, cases that develop
months later are not considered part of the same
outbreak. However, in many situations, current

INITIALLY DETERMINE WHO HAS  FOLLOW UP
IDENTIFY A THE DISEASE AND ONLY THOSE
POPULATION: WHO DOES NOT: WHO DID NOT
Prevalent HAVE THE
Cases / DISEASE AT
DISEASE
DEFINED DID NOT
POPULATION HIZ?IEN'(I?IIE HAVE THE
DISEASE —>| DISEASE AT
BASELINE
AT BASELINE
—————————
TIME

Figure 3-6. Identifying newly detected cases of a disease.
Step 1: Screening for prevalent cases at baseline. See page 43 for
explanation in text.

FOLLOW UP
ONLY THOSE FoLLOW UP
WHO DID NOT THE POPULATION
HAVE THE AT ONE YEAR:
DISEASE AT
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| DEVELOPED
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DISEASE
ONE YEAR |
|
I
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Figure 3-7. Identifying newly detected cases of a disease.
Step 2: Follow-up and rescreening at 1 year to identify cases that
developed during the year.

knowledge of the biology and natural history of the
disease does not clearly define a time frame, and so
the time must be stated explicitly. A further consid-
eration is that attack rate is not truly a rate but a
proportion. A food-borne attack rate actually tells
us the proportion of all people who ate a certain
food who became ill. We will go on to discuss the
use of proportions in measuring the occurrence of
disease below.

Prevalence

Prevalence is defined as the number of affected
persons present in the population at a specific time
divided by the number of persons in the population
at that time, that is, what proportion of the popula-
tion is affected by the disease at that time?

50,000
45,000 o
40,000
35,000

30,000
25,000

Observed Cases
— Expected Cases

20,000

A
15,000 51,700 Excess Cases

Cases (Log Scale)

10,000

1980 1982 1984 1986 ' 1988 1990 1992
Year
Figure 3-8. Expected and observed number of tuberculosis
cases, United States, 1980-1992. (From Centers for Disease
Control and Prevention: MMWR 42:696, 1993.)
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Figure 3-9. Annual age-adjusted cancer incidence rates among males and females for selected cancers, United States, 1975-2007
(age-adjusted to the 2000 U.S. standard population). (From Siegel R, Ward E, Brawley O, et al: Cancer statistics, 2011. CA Cancer ]

Clin 61:212-236, 2011.)

Prevalence per 1,000 =
No. of cases of a disease present
in the population at a specified time
No. of persons in the population
at that specified time

x1,000

For example, if we are interested in knowing the
prevalence of arthritis in a certain community on a
certain date, we might visit every household in that
community and, using interviews or physical exam-
inations, determine how many people have arthritis
on that day. This number becomes the numerator
for prevalence. The denominator is the population
in the community on that date.

What is the difference between incidence and
prevalence? Prevalence can be viewed as a snapshot
or a slice through the population at a point in time
at which we determine who has the disease and who
does not. But in so doing, we are not determining
when the disease developed. Some individuals may
have developed arthritis yesterday, some last week,
some last year, and some 10 or 20 years ago. Thus,
when we survey a community to estimate the prev-
alence of a disease, we generally do not take into
account the duration of the disease. Consequently,

the numerator of prevalence includes a mix of
people with different durations of disease, and as a
result we do not have a measure of risk. If we wish
to measure risk, we must use incidence, because in
contrast to prevalence, it includes only new cases or
events and a specified time period during which
those events occurred.

In the medical and public health literature, the
word prevalence is often used in two ways:

Point prevalence. Prevalence of the disease at a
certain point in time—this is the use of the term
prevalence that we have just discussed.

Period prevalence. How many people have had
the disease at any point during a certain time
period? The time period referred to may be arbi-
trarily selected, such as a montbh, a single calendar
year, or a 5-year period. Some people may have
developed the disease during that period, and
others may have had the disease before and died
or been cured during that period. The important
point is that every person represented by the
numerator had the disease at some time during
the period specified.

The two types of prevalence, as well as cumula-
tive incidence, are illustrated in Table 3-1 using
questions regarding asthma.



TABLE 3-1. Examples of Point and Period
Prevalence and Cumulative
Incidence in Interview Studies
of Asthma

Interview Question Type of Measure

“Do you currently have Point prevalence
asthma?”

“Have you had asthma
during the last [n]
years?”

“Have you ever had
asthma?”

Period prevalence

Cumulative incidence

Returning to point prevalence, practically speak-
ing, it is virtually impossible to survey an entire city
on a single day. Therefore, although conceptually
we are thinking in terms of a single point in time,
in reality, the survey would take much longer. When
we see the word prevalence used without any modi-
fier, it generally refers to point prevalence, and for
the rest of this chapter, we will use prevalence to
mean point prevalence.

Let us consider incidence and prevalence. Figure
3-10 shows five cases of a disease in a community
in 2012. The first case of the disease occurred in
2011, and the patient died in 2012.

The second case developed in 2012 and contin-
ued into 2013. The third case was a person who
became ill in 2012 and was cured in 2012. The
fourth case occurred in 2011, and the patient was
cured in 2012. The fifth case occurred in 2011 and
continued through 2012 and into 2013.

Il section1 THEEPIDEMIOLOGIC APPROACH TO DISEASE AND INTERVENTION

For this example, we will consider only the cases
(numerators) and will ignore the denominators. In
this example, what is the numerator for incidence
in 20122 We know that incidence counts only new
cases, and because two of the five cases developed
in 2012, the numerator for incidence in 2012 is 2.

What about the numerator for point prevalence
in 20122 This depends on when we do our preva-
lence survey (Fig. 3-11). If we do the survey in May,
the numerator will be 5. If we do the survey in July,
the numerator will be 4. If we do the survey in
September, however, the numerator will be 3, and
if we do it in December, the numerator will be 2.
Thus, the prevalence will depend on the point
during the year at which the survey is performed.

Figure 3-12A-D shows the relationship between
incidence and prevalence. A flask is shown that rep-
resents a community (Fig. 3-12A), and the beads in
the flask represent the prevalent cases of a disease
in the community. How can we add to or increase
the prevalence? As seen in Figure 3-12B, we can do
so through incidence—by the addition of new
cases. What if we could drain beads from the flask
and lower the prevalence? How might this be
accomplished? As seen in Figure 3-12C, it could
occur through either death or cure. Clearly, these
two outcomes represent a major difference to a
patient, but with regard to prevalence, cure and
death have the same effect: they reduce the number
of diseased persons in the population and thus
lower prevalence. Therefore, what exists is the
dynamic situation shown in Figure 3-12D. A con-
tinual addition of new cases (incidence) increases
the prevalence, while death and/or cure decrease
the prevalence.

— X — X
I |
| N 1
| I
| - 1
JAN DEC JAN DEC
2012 2012 2012 MY U SERT MOV 5012
X Died X Died
I Cured | Cured

Figure 3-10. Example of incidence and prevalence: I.

Figure 3-11. Example of incidence and prevalence: I1.
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Figure 3-12. Relationship between incidence and prevalence. A, Level of prevalence in the population. B, Increased prevalence
resulting from incidence. C, Decreased prevalence resulting from deaths and/or cures. D, Overall impact on prevalence of incidence,

deaths, and/or cures.

This effect of lowering prevalence through either
death or cure underlies an important issue in public
health and clinical medicine. For example, when
insulin first became available, what happened to the
prevalence of diabetes? The prevalence increased
because diabetes was not cured, but was only con-
trolled. Many patients with diabetes who formerly
would have died now survived; therefore, the preva-
lence increased. This seeming paradox is often the
case with public health programs: a new health care
intervention is introduced that enhances survival or
detects the disease in more people, and the net
effect is an apparent increase in prevalence. It may
be difficult to convince some people that a program
is successful if the prevalence of the disease that
is the target of the program actually increases.
However, this clearly occurs when death is pre-
vented and the disease is not cured.

We have said that prevalence is not a measure of
risk. If so, why bother to estimate prevalence? Prev-
alence is an important and useful measure of the
burden of disease in a community. For example,
how many people in the community have arthritis?

This information might help us to determine, for
example, how many clinics are needed, what types
of rehabilitation services are needed, and how many
and what types of health professionals are needed.
Prevalence is therefore valuable for planning health
services. When we use prevalence, we also want to
make future projections and anticipate the changes
that are likely to take place in the disease burden.
However, if we want to look at the cause, or etiol-
ogy, of disease, we must explore the relationship
between an exposure and the risk of disease, and to
do this, we need data on incidence.

Nevertheless, prevalence data may at times be
very useful—they may be suggestive if not confir-
matory in studies of the etiology of certain diseases.
For example, asthma is a disease of children for
which incidence is difficult to measure because the
exact time of the beginning of the disease (its incep-
tion) is often hard both to define and to ascertain.
For this reason, when we are interested in time
trends and geographic distribution of asthma,
prevalence is the measure most frequently used.
Information on prevalence of asthma is often
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Figure 3-13. Current asthma prevalence in children ages 0 to 17 years of age, by state, annual average for 2001-2005. (From
Akinbami LJ: The state of childhood asthma, United States, 1980-2005. Advance data from vital and health statistics, No. 381, Hyatts-

ville, MD, National Center for Health Statistics, 2006.)

obtained from self-reports such as interviews or
questionnaires. Figure 3-13 shows current asthma
prevalence in children up to 17 years of age, by
state in the United States for 2001-2005. Current
asthma prevalence was based on two questions:
“Has a doctor or other health professional ever told
you that (child’s name) had asthma?” and “Does
(child’s name) still have asthma?” Overall, preva-
lence was highest in the northeastern states. The
explanation for this observation is not entirely
clear. Although adverse climate and polluted air
may be implicated, other factors may also play a
role in the high asthma prevalence in the northeast,
such as more complete ascertainment of cases in
the medical care system and higher asthma preva-
lence in Puerto Rican children who are concen-
trated in this region.

Another example of the value of prevalence data
is seen in Figure 3-14. One of the most significant
and challenging public health problems today in
the United States and in other developed countries
is the dramatically increasing prevalence of obesity.
Obesity is associated with significant morbidity and

mortality and is a risk factor for diseases such as
hypertension, type 2 diabetes, coronary disease, and
stroke. In this figure, prevalence of obesity by state
is shown for each of five years: 1990, 1995, 2000,
2005, and 2010. The trend over time is grim: in
1990, the obesity prevalence in all reporting states
was below 15%. By 2005, all but four states had
prevalence estimates above 20%; 17 states reported
a prevalence of obesity equal to or greater than 25%
and three of these states (Louisiana, Mississippi,
and West Virginia) reported obesity prevalence over
30%. By 2010, no state reported a prevalence of
obesity of less than 20%, and 36 had a prevalence
equal to or greater than 25%.

In 2011, the CDC changed the way in which it
estimated obesity prevalence. The result of that
change is that estimates from 2010 and before
cannot be compared to estimates from 2011 on.
(Note that Figure 3-14 does not include data after
2010.)

One limitation of these data (both before
and after 2011) is that they are based on self-
reported heights and weights given by respondents
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Figure 3-14. Trends in prevalence of obesity, by state, United States, 1990, 1995, 2000, 2005, and 2010, based on self-reported
height and weight. Obesity was defined by BMI (body mass index) 230, or ~30 lbs overweight for a 5'4” person. (Adapted from Centers
for Disease Control and Prevention, based in part on data from the Behavioral Risk Factor Surveillance System. http://www.cdc.gov/
obesity/data/adult.html. Also see CDC: State-specific prevalence of obesity among adults, United States, 2005. MMWR 55:985-988,

2006.)

by telephone. Survey respondents, especially in tele-
phone surveys of obesity, have been reported to
understate their weights, overstate their heights, or
both. In this study, the participants were classified
according to their body mass index (BMI), which is
defined as a person’s weight in kilograms divided
by the square of the person’s height in meters
(BMI = weight[kg]/height’[meters’]). A BMI of 25
or greater is categorized as overweight and a BMI
of 30 or greater as obese. The result is an under-
estimation of obesity prevalence based on BMI so
that the true prevalence of obesity by state is prob-
ably higher than that seen in Figure 3-14. Given the
trends described above and seen in Figure 3-14, an
enormous public health effort and commitment
will be needed to reverse this steadily worsening
public health problem.

Table 3-2 lists some possible sources of morbid-
ity statistics. Each has its limitations, primarily
because most of these sources are not established
for research purposes. Therefore, they may be char-
acterized by incomplete or ambiguous data and, at
times, may only refer to a highly selected popula-
tion that may not be representative of the popula-
tion to which we would like to generalize the
findings.

Problems with Incidence

and Prevalence Measurements

Problems with Numerators

The first problem is defining who has the disease.
One example demonstrates this problem; rheuma-
toid arthritis (RA) is often a difficult disease to
diagnose, and when such a diagnostic difficulty
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TABLE 3-2. Some Sources of
Morbidity Statistics

1. Disease reporting—communicable diseases,
cancer registries

2. Data accumulated as a by-product of insurance
and prepaid medical care plans

. Group health and accident insurance

. Prepaid medical care plans

. State disability insurance plans

. Life insurance companies

. Hospital insurance plans—Blue Cross

. Railroad Retirement Board

3. Tax-financed public assistance and medical care
plans
a. Public assistance, aid to the blind, aid to the

disabled

b. State or federal medical care plans
c. Armed Forces
d. Veterans Administration

4. Hospitals and clinics

. Absenteeism records—industry and schools

6. Pre-employment and periodic physical
examinations in industry and schools

7. Case-finding programs

. Records of military personnel

9. Morbidity surveys on population samples
(e.g., National Health Survey, National Cancer
Surveys)
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arises, expert groups are often convened to develop
sets of diagnostic criteria. Two sets of diagnostic
criteria for RA are those of the New York Rheuma-
tism Association and the American Rheumatism
Association (Table 3-3). Figure 3-15 shows the
results of a survey conducted in Sudbury, Massa-
chusetts, using both sets of criteria. We see that the
prevalence estimate is significantly affected by the
set of criteria that is used.

B New York criteria
B ARA criteria

w
1

Rheumatoid Arthritis (%)
T ®

Females

Males

Figure 3-15. Percent of population with a diagnosis of rheu-
matoid arthritis: New York criteria versus American Rheuma-
tism Association (ARA) criteria, Sudbury, Massachusetts, 1964.
(Adapted from O’Sullivan JB, Cathcart ES: The prevalence of
rheumatoid arthritis: Follow-up evaluation of the effect of cri-
teria on rates in Sudbury, Massachusetts. Ann Intern Med
76:573-577, 1972.)

TABLE 3-3. Criteria for Rheumatoid Arthritis*

American Rheumatism Association

Criteria New York Criteria

1. Morning stiffness 1. History of episode of three painful limb joints'

2. Joint tenderness or pain on motion 2. Swelling, limitation, subluxation, or ankylosis of three limb
3. Soft-tissue swelling of one joint joints (must include a hand, wrist, or foot and symmetry of
4. Soft-tissue swelling of a second joint one joint pair and must exclude distal interphalangeal joints,

(within 3 months)
5. Soft-tissue swelling of symmetrical

6. Subcutaneous nodules
7. X-ray changes
8. Serum positive for rheumatoid factors

fifth proximal interphalangeal joints, first metatarsophalangeal
joints, and hips)

joints (excludes distal 3. X-ray changes (erosions)

interphalangeal joint) 4. Serum positive for rheumatoid factors

*A score of three or four points indicates “probable” rheumatoid arthritis; five or more points indicates “definite” rheumatoid

arthritis.

Count each joint group (e.g., proximal interphalangeal joints) as one joint, scoring each side separately.
From O’Sullivan JB, Cathcart ES: The prevalence of rheumatoid arthritis. Ann Intern Med 76:573, 1972.
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More recently, a cohort of 1,879 men and women
65 years of age and older who were enrolled in the
Canadian Study of Health and Aging (CSHA) were
examined.’ The proportion who were given a diag-
nosis of dementia using six commonly used clas-
sification systems was calculated. Depending on
which diagnostic system was used, the proportion
of subjects with dementia varied from 3.1% to
29.1% (Fig. 3-16). This marked variation in preva-
lence estimates has important potential implica-
tions both for research and for the provision of
appropriate health services. When the results of any
morbidity survey are reported, it is essential that
the precise definition used for a case be clearly

600
500
Figure 3-16. Number of people with and preva-
lence (%) of dementia in the Canadian Study of i 400
Health and Aging cohort (n =1,879) as diagnosed by i
different classification systems. The various abbre- g 300
viations refer to commonly used diagnostic manuals ~ Z 200
for medical conditions. (Data from Erkinjuntti T,
Qstbye T, Steenhuis R, et al: The effect of different 100

diagnostic criteria on the prevalence of dementia. N
Engl ] Med 337:1667-1674, 1997.)

specified. The decision as to which definition to use
is not always simple. Often it will largely depend on
the specific purpose for which a given survey has
been conducted.

The next issue relating to numerators is that
of ascertaining which persons should be included
in the numerator. How do we find the cases? We
can use regularly available data or, as discussed
earlier in this chapter, we can conduct a study
specifically designed to gather data for estimating
incidence or prevalence. In many such studies
the data are obtained from interviews, and
some of the potential limitations with interview
data are listed in Table 3-4. Ideally, we would

29.1%

DSM-IV ICD-10 CLIN CONS
DSM-IIIR ICD-9 CAMDEX

CLASSIFICATION SYSTEM

DSM-III

1. Problems due to difficulties in diagnosis:

2. Problems associated with the study participant:

his or her response.

3. Problems associated with the interviewer:

incorrectly.

one group of participants than in another.

TABLE 3-4. Some Possible Sources of Error in Interview Surveys

a. The participant may have the disease, but may have no symptoms and may not be aware of the disease.

b. The participant may have the disease and may have had symptoms, but may not have had medical attention
and therefore may not know the name of the disease.

¢. The participant may have the disease and may have had medical attention, but the diagnosis may not have
been made or conveyed to the person or the person may have misunderstood.

d. The participant may not accurately recall an episode of illness or events and exposures related to the illness.

a. The participant may be involved in litigation about the illness and may choose not to respond or may alter

b. The participant may be reluctant to provide accurate information if he or she has concerns that certain
responses may not please the interviewer or may elicit a possible stigma.

c. The participant is too ill to respond. As a result, either that participant is not included in the study or a
surrogate, such as a family member or friend, is interviewed. Surrogates, however, often have incomplete
information about the participant’s past exposures.

a. The participant may provide the information, but the interviewer may not record it or may record it

b. The interviewer may not ask the question he or she is supposed to ask or may ask it incorrectly.
c. The interviewer may be biased by knowing the hypothesis being tested and may probe more intensively in
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Figure 3-17. Age-adjusted uterine cancer incidence rates,
corrected and uncorrected by hysterectomy status, Alameda
County, California. (From Lyon JL, Gardner JW: The rising fre-
quency of hysterectomy: Its effect on uterine cancer rates. Am J
Epidemiol 105:439-443, 1977.)

have laboratory or other confirmatory evidence.
However, often such evidence is not available,
and despite these limitations, interview data are
extremely valuable in providing information about
new cases.

TABLE 3-5. Some Limitations of
Hospital Data

1. Hospital admissions are selective in relation to:
a. Personal characteristics
b. Severity of disease
c. Associated conditions
d. Admission policies

2. Hospital records are not designed for research.
They may be:
a. Incomplete, illegible, or missing
b. Variable in diagnostic quality

3. Population(s) at risk (denominator) is (are)
generally not defined

] section1 THEEPIDEMIOLOGIC APPROACH TO DISEASE AND INTERVENTION

TABLE 3-6. Some Notes Dictated by
Physicians for Inclusion in
Patients’ Medical Records

“Patient has two teenage children, but no other
abnormalities.”

“On the second day the knee was better and on the
third day it had completely disappeared.”

“Patient was alert and unresponsive.”

“When she fainted, her eyes rolled around the room.”

“Rectal examination revealed a normal size thyroid.”

“By the time he was admitted, his rapid heart had
stopped, and he was feeling better.”

Problems with Denominators

Many factors affect the denominators used. Selec-
tive undercounting of certain groups in the popula-
tion may occur. For example, young men in ethnic
minority groups have been missed in many counts
of the population. Frequently, we wish to determine
whether a certain group has a higher-than-expected
risk of disease so that appropriate preventive mea-
sures can be directed to that group. We are therefore
interested in the rates of disease for different ethnic
groups rather than just for the population as a
whole. However, there are different ways to classify
people by ethnic group, such as by language,
country of origin, heritage, or parental ethnic
group. When different studies use different defini-
tions, comparison of the results is difficult. What is
most important in any study is that the working
definition be clearly stated so that the reader can
judge whether the results are truly comparable.

In an earlier section we stated that for a rate to
make sense, everyone in the group represented by
the denominator must have the potential to enter
the group that is represented by the numerator. The
issue is not a simple one. For example, hysterectomy
is one of the most commonly performed surgical
procedures in the United States. This raises a ques-
tion about uterine cancer rates. For if we include
women who have had hysterectomies in the denom-
inator, clearly they are not at risk for developing
uterine cancer. Figure 3-17 shows uterine cancer
incidence rates from Alameda County, California;
both uncorrected rates and rates corrected for hys-
terectomy are presented. We see that the corrected
rates are higher. Why? Because in the corrected rates
women who have had hysterectomies are removed
from the denominator. Consequently, the denomi-
nator gets smaller and the rate increases. However,
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TABLE 3-7. Hypothetical Example of Chest
X-Ray Screening: I. Populations
Screened and Numbers with
Positive X-Rays

Number with

Screened Population Positive X-Ray

1,000 Hitown 100
1,000 Lotown 60

TABLE 3-8. Hypothetical Example of
Chest X-Ray Screening: Il.
Point Prevalence

Number with  Point Prevalence

Screened Positive per 1,000
Population X-Ray Population
1,000 Hitown 100 100
1,000 Lotown 60 60

in this case the trend over time is not significantly
changed whether we use corrected or uncorrected
rates.

Problems with Hospital Data

Data from hospital records are one of the most
important sources of information in epidemiologic
studies. However, Table 3-5 lists some of the prob-
lems that arise in using hospital data for research
purposes. First, hospital admissions are selective.
They may be selective on the basis of personal
characteristics, severity of disease, associated
medical conditions, and admissions policies that
vary from hospital to hospital. Second, hospital
records are not designed for research but rather
for patient care. Records may be incomplete, illeg-
ible, or missing. The diagnostic quality of the
records of hospitals, physicians, and clinical ser-
vices may differ. Thus, if we want to aggregate

patients from different hospitals, we may have
problems of comparability. Third, if we wish to
calculate rates, we have a problem defining denomi-
nators, because most hospitals do not have defined
catchment areas—that is, areas that require that
all persons in those areas who are hospitalized be
admitted to a particular hospital, and that none
from outside the catchment area be admitted to
that hospital.

On a lighter note, Table 3-6 lists some notes that
were dictated by physicians for inclusion in their
patients’ medical records.

Relationship between Incidence

and Prevalence

We have said that incidence is a measure of risk and
that prevalence is not, because it does not take into
account the duration of the disease. However, there
is an important relationship between incidence and
prevalence: in a steady-state situation, in which the
rates are not changing and in-migration equals out-
migration, the following equation applies:

Prevalence = Incidence X Duration of Disease

This is demonstrated in the following hypotheti-
cal example. Using chest x-rays, 2,000 persons are
screened for tuberculosis: 1,000 are upper-income
individuals from Hitown and 1,000 are lower-
income individuals from Lotown (Table 3-7). X-ray
findings are positive in 100 of the Hitown people
and in 60 of the Lotown people. Can we therefore
conclude that the risk of tuberculosis is higher in
Hitown people than in Lotown people? Clearly,
we cannot, for what we are measuring with a chest
x-ray is the point prevalence of disease—we do
not know how long any of the people with positive
x-rays have had their disease (Table 3-8). We could
in fact consider a hypothetical scenario that might
explain the higher prevalence in Hitown people
that is not related to any higher risk in Hitown
people (Table 3-9). We have said that prevalence

and Duration

Screened Population

TABLE 3-9. Hypothetical Example of Chest X-Ray Screening: lll. Prevalence, Incidence,

Point Prevalence per 1,000

Incidence (Occurrences/yr) Duration (yrs)

Hitown 100
Lotown 60

Prevalence = Incidence X Duration

4 25
20 3
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= incidence x duration. Let us assume that Lotown
people have a much higher risk (incidence) of
tuberculosis than Hitown people—20 cases/year in
Lotown people compared with 4 cases/year in
Hitown people. But for a variety of reasons, such
as poorer access to medical care and poor nutri-
tional status, Lotown people survive with their
disease, on average, for only 3 years, whereas
Hitown people survive, on average, for 25 years.
In this example, therefore, there is a higher preva-
lence in Hitown people than in Lotown people
not because the risk of disease is higher in Hitown
people, but because affected Hitown people survive
longer; the prevalence of disease (incidence x dura-
tion) is therefore higher in Hitown people than
in Lotown people.

Figure 3-18 shows the percent of all births in
New Zealand that were extramarital from 1962 to
1979. Much concern was expressed because of the
apparent steady rise in extramarital births. However,
as seen in Figure 3-19, there had really been no
increase in the rate of extramarital births; there had
been a decline in total births that was largely
accounted for by a decline in births to married
women. The extramarital births, as a result,
accounted for a greater percent of all births, even
though the rate of extramarital births had not
increased.

This example makes two points: First, a propor-
tion is not a rate, and we shall return to this point
in our discussion of mortality. Second, birth can be
viewed as an event, just as the development of
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disease is an event, and appropriate rates can be
computed. In discussing babies born with malfor-
mations, some people prefer to speak of the preva-
lence of malformations at birth rather than the
incidence of malformations at birth, because the
malformation was clearly present (but often unrec-
ognized), even before birth. Furthermore, because
some proportion of cases with malformations abort
before birth, any estimate of the frequency of mal-
formations at birth is probably a significant under-
estimate of the true incidence. Hence, the term
“prevalence at birth” is often used.

Figure 3-20 shows breast cancer incidence rates
in women by age and the distribution of breast
cancer in women by age. Ignore the bar graph for
the moment, and consider the line curve. The
pattern is one of continually increasing incidence
with age, with a change in the slope of the curve
between ages 45 and 50 years. This change is
observed in many countries. It has been suggested
that something happens near the time of meno-
pause, and that premenopausal and postmeno-
pausal breast cancer may be different diseases. Note
that, even in old age, the incidence or risk of breast
cancer continues to rise.

Now let us look at the histogram—the distribu-
tion of breast cancer cases by age. If the incidence
is increasing so dramatically with age, why are only
fewer than 5% of the cases occurring in the oldest
age group of women? The answer is that there are
very few women alive in that age group, so that even
though they have a very high risk of breast cancer,
the group is so small that they contribute only a
small proportion of the total number of breast
cancer cases seen at all ages. The fact that so few

T T
60 65 70 75 80 85

0%

T

cases of breast cancer are seen in the older age
groups has contributed to a false public impression
that the risk of breast cancer is low in these groups
and that mammography is therefore not important
in the elderly. This is a serious misperception. The
need to change public thinking on this issue is a
major public health challenge. We therefore see the
importance of recognizing the distinction between
the distribution of disease or the proportion of
cases, and the incidence rate or risk of the disease.

Spot Maps

One approach to examining geographic or spatial
differences in incidence is to plot the cases on a
map, with each point representing a case. Figure
3-21 shows a spot map for rheumatic fever in Bal-
timore from 1960 to 1964. Rheumatic fever was
frequently observed in this period, and as seen on
the map, the cases clustered in the inner city, con-
sistent with the often-made observation that rheu-
matic fever is strongly associated with low
socioeconomic status. It should be pointed out that
such a clustering seen on a spot map does not dem-
onstrate a higher incidence in the area of the cluster.
For if the population also clusters in this area, the
rate in the area of the cluster may be no different
from that elsewhere in the city. However, a spot
map may offer important clues to disease etiology
that can then be pursued with more rigorous
studies.

Figure 3-22 shows such a spot map for 1977 to
1981. By this time, rheumatic fever had become
almost nonexistent in Baltimore, although there
had not been any concerted program specifically
aimed at eradicating the disease.
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Figure 3-21. Spot map of residence distribution of patients
with rheumatic fever, ages 5 to 19 years, hospitalized for first
attacks, Baltimore, 1960-1964. (Reprinted from Gordis L,
Lilienfeld A, Rodriguez R: Studies in the epidemiology and
preventability of rheumatic fever: I. Demographic factors and
the incidence of acute attacks. J Chronic Dis 21:645-654,
1969. Copyright © 1969, with kind permission from Elsevier
Science Ltd.)

Clustering, the phenomenon shown by spot
maps, is often reported. Residents of a community
may report apparent clusters of cancer deaths in
children. For example, in Woburn, Massachusetts,
a cluster of cases of childhood leukemia was
reported and attributed to industrial contamina-
tion.” This cluster led to action in the courts.”
However, many apparent clusters are due only to
chance, and an important epidemiologic challenge
is to investigate such groups of cases and rule out
an environmental etiology for what appears to be a
greater-than-expected proximity of cases of a
disease in time and space.

CONCLUSION

In this chapter, we have emphasized the important
role that epidemiology plays in surveillance of

Figure 3-22.
ages 5 to 19 years, hospitalized for first attacks in Baltimore,
1977-1981. (Reproduced with permission. From Gordis L: The
virtual disappearance of rheumatic fever in the United States:
Lessons in the rise and fall of disease. Circulation 72:1155-1162,
1985. Copyright © 1985, American Heart Association.)

Spot map for patients with rheumatic fever,

diseases in human populations and the importance
of surveillance of morbidity in the planning and
development of health services. This is especially
challenging in developing countries, many of which
lack the infrastructure for gathering vital statistics
and other data on large populations. We have
reviewed different approaches to measuring mor-
bidity, and we have seen that a rate involves speci-
fication of a numerator, a denominator of people
at risk, and time—either explicitly or implicitly.
In the next chapter, we will turn to measuring
mortality. In Chapter 5, we will discuss how we
use screening and diagnostic tests to identify indi-
viduals who are ill (who are included in the
numerator) and distinguish them from those in
the population who are not ill. In Chapter 18, we
will discuss how epidemiology is used for evaluat-
ing screening programs.
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1.

At an initial examination in Oxford, Mass.,

migraine headache was found in 5 of 1,000 men

aged 30 to 35 years and in 10 of 1,000 women

aged 30 to 35 years. The inference that women

have a two times greater risk of developing

migraine headache than do men in this age

group is:

a. Correct

b. Incorrect, because a ratio has been used to
compare male and female rates

c. Incorrect, because of failure to recognize the
effect of age in the two groups

d. Incorrect, because no data for a comparison
or control group are given

e. Incorrect, because of failure to distinguish
between incidence and prevalence

A prevalence survey conducted from January 1
through December 31, 2012, identified 1,000
cases of schizophrenia in a city of 2 million
persons. The incidence rate of schizophrenia in
this population is 5/100,000 persons each year.
What percent of the 1,000 cases were newly diag-
nosed in 2012?

Which of the following is an advantage of active

surveillance?

a. Requires less project staff

b. Is relatively inexpensive to employ

c. More accurate due to reduced reporting
burden for health care providers

d. Relies on different disease definitions to
account for all cases

e. Reporting systems can be
quickly

developed

5. A

4. What would be the effect on age-specific inci-

dence rates of uterine cancer if women with

hysterectomies were excluded from the denomi-

nator of the calculations, assuming that there

are some women in each age group who have

had hysterectomies?

a. The rates would remain the same

b. The rates would tend to decrease

¢. The rates would tend to increase

d. The rates would increase in older groups and
decrease in younger groups

e. It cannot be determined whether the rates
would increase or decrease

survey was conducted among the non-
hospitalized adult population of the United
States during 2008 through 2011. The results
from this survey are shown below.

Age Group Persons with Hypertension (%)
18-29 years 4
30-39 years 10
40-49 years 22
50-59 years 43
60-69 years 54
70 and older 64

The researchers stated that there was an age-

related increase in the risk of hypertension in

this population. You conclude that the research-

ers’ interpretation:

a. Is correct

b. Is incorrect because it was not based on rates

c. Is incorrect because incidence rates do not
describe risk

d. Is incorrect because prevalence is used

e. Is incorrect because the calculations are not
age-adjusted

Additional review questions on the next page.
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Questions 6 and 7 use the information below: 7. The prevalence rate of active TB as of June 30,
Population of the city of Atlantis on March 30,2012 2012, was:
= 183,000 a. 14 per 100,000 population
No. of new active cases of TB occurring between b. 130 per 100,000 population
January 1 and June 30, 2012 = 26 c. 144 per 100,000 population
No. of active TB cases according to the city register d. 264 per 100,000 population
on June 30, 2012 = 264 e. None of the above

6. The incidence rate of active cases of TB for the
6-month period was:
a. 7 per 100,000 population
b. 14 per 100,000 population
c. 26 per 100,000 population
d. 28 per 100,000 population
e. 130 per 100,000 population



Chapter 4

The Occurrence of Disease:
Il. Mortality and Other Measures
of Disease Impact

You do not die from being born, nor from having lived, nor from old age. You
die from something... There is no such thing as a natural death: Nothing that
happens to a man is ever natural, since his presence calls the world into question.
All men must die: but for every man his death is an accident and, even if he
knows it and consents to it, an unjustifiable violation.

—Simone de Beauvoir, writing of her mother’s death, in A Very Easy Death'

Learning Objectives

B To compare different measures of mortality,
including mortality rates, case-fatality,
proportionate mortality, and years of
potential life lost.

B To show when mortality can approximate
the risk of disease.

B To introduce issues that arise in comparing
mortality across two or more populations.

B To define, calculate, and interpret direct and
indirect age-adjusted mortality rates.

B To introduce other measures of disease
impact.

Mortality is of great interest for several reasons. First
of all, death is the ultimate experience that every
human being is destined to have. Death is clearly of
tremendous importance to each person including
questions of when and how death will occur and
whether there is any way to delay it. From the stand-
point of studying disease occurrence, expressing
mortality in quantitative terms can pinpoint differ-
ences in the risk of dying from a disease between
people in different geographic areas and subgroups
in the population. Mortality rates can serve as mea-
sures of disease severity, and can help us to deter-
mine whether the treatment for a disease has
become more effective over time. In addition, given
the problem that often arises in identifying new
cases of a disease, mortality rates may serve as

surrogates for incidence rates when the disease being
studied is a severe and lethal one. This chapter will
address the quantitative expression of mortality and
the uses of such measures in epidemiologic studies.

MEASURES OF MORTALITY

Figure 4-1 shows the number of cancer deaths up
to the year 2011 in the United States. Clearly, the
absolute number of people dying from cancer is
seen increasing significantly through the year 2011,
but from this graph, we cannot say that the risk of
dying from cancer is increasing, because the only
data that we have in this graph are numbers of
deaths (numerators); we do not have denominators
(populations at risk). If, for example, the size of the
U.S. population is also increasing at the same rate,
the risk of dying from cancer does not change.

For this reason, if we wish to address the risk of
dying, we must deal with rates. Figure 4-2 shows
mortality rates for several types of cancer in men
from 1930 to 2007. The most dramatic increase is
in deaths from lung cancer. This increase is clearly
of epidemic proportions and, tragically, lung cancer
is a preventable cause of death. Fortunately, since
the mid 1990s, lung cancer mortality has declined,
paralleling earlier decreases in smoking among
men. Other cancers are also of interest. Mortality
from prostate cancer also peaked in the mid 1990s,
and has declined since. Cancers of the colon and
rectum have declined over many years. The rate of
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Figure 4-1. Trend in numbers of cancer deaths observed in
the United States in the early and mid 20th century and forecast
to the year 2011. (Data from the American Cancer Society.)

death from stomach cancer has declined dramati-
cally since 1930, although the precise explanation is
not known. It has been suggested that the decline
may be the result of the increased availability of
refrigeration, which decreased the need to smoke
foods and thereby decreased human exposure to
carcinogens produced in the smoking process.
Another possible cause is improved hygiene, which
may have reduced the incidence of Helicobacter
pylori infections which have been implicated in the
etiology (or cause) of stomach cancer.

Figure 4-3 shows a similar presentation for
cancer mortality in women for the period 1930 to
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2007. Breast cancer mortality remained at essen-
tially the same level for many years but has declined
since the early 1990s until 2007. It would be
desirable to study changes in the incidence of
breast cancer. Such a study is difficult, however,
because with aggressive public education cam-
paigns encouraging women to have mammograms
and perform breast self-examination, many breast
cancers may be detected today that might have gone
undetected years ago. Nevertheless, available evi-
dence suggests that the true incidence of breast
cancer in women may have increased for many
years and decreased from 2001 to 2007.

Uterine cancer mortality has declined, perhaps
because of earlier detection and diagnosis. Lung
cancer mortality in women has increased, and lung
cancer has exceeded breast cancer as a cause of
death in women. Lung cancer is now the leading
cause of cancer death in women. It is a tragedy that
an almost completely preventable cause of cancer
that is precipitated by a lifestyle habit, cigarette
smoking, which has been voluntarily adopted by
many women, is the main cause of cancer death in
women in the United States.

We may be particularly interested in mortality
relating to age. Figure 4-4 shows death rates from
cancer and from heart disease for people younger
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Figure 4-2. Cancer death rates for males, United States, 1930-2007 (age-adjusted to the 2000 U.S. standard population). (From
American Cancer Society, Cancer Facts & Figures 2011. Based on US Mortality Data, 1960 to 2007, US Mortality Vol. 1930 to 1959.
National Center for Health Statistics, Centers for Disease Control and Prevention.)
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Figure 4-3. Cancer death rates for females, United States, 1930-2007 (age-adjusted to the 2000 U.S. standard population). *Uterine
cancer rates are for uterine cervix and corpus combined. (From American Cancer Society, Cancer Facts & Figures 2011. Based on US
Mortality Data, 1960 to 2007, US Mortality Vol. 1930 to 1959. National Center for Health Statistics, Centers for Disease Control and
Prevention.)
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Figure 4-4. Death rates from cancer and heart disease for ages younger than 85 and 85 or older (age-adjusted to the 2000 U.S.
standard population). (From Siegel R, Ward E, Brawley O, et al: Cancer statistics, 2011. CA Cancer J Clin 61:212-236, 2011. Based on
data from US Mortality Public Use Data Tapes, 1975 to 2007, National Center for Health Statistics, Centers for Disease Control and
Prevention, 2007.)
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Figure 4-5. Major causes of death in children
younger than age 5 years and in neonates (aged 0-27
days) in 2008. (From Black RE, Cousens S, Johnson HL,
et al, for the Child Health Epidemiology Reference
Group of WHO and UNICEF. Global, regional, and
national causes of child mortality in 2008: A systematic
analysis. Lancet 375:1969-1987, 2010.)
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than 85 and for those 85 or older. Cancer is the
leading cause of death in men and women younger
than 85 years, but above age 85, heart disease clearly
exceeds cancer as a cause of death.

Figure 4-5 shows the causes of death worldwide
for children younger than 5 years in 2008. Infec-
tious diseases accounted for 68% of the 8.795
million deaths that year, with the largest percent-
ages due to pneumonia, diarrhea, and malaria.
Forty-one percent of the deaths were attributed to
neonatal mortality, of which preterm-birth compli-
cations, birth asphyxia, sepsis, and pneumonia
accounted for the largest causes.

Mortality Rates

How is mortality expressed in quantitative terms?
Let us examine some types of mortality rates. The
first is the annual death rate, or mortality rate, from
all causes:

Annual mortality rate for all causes
(per 1,000 population) =

Total no. of deaths from all causesin 1 year

: : : x 1,000
No. of persons in the population at midyear

Note that because the population changes over
time, the number of persons in the population at
midyear is generally used as an approximation.

The same principles mentioned in the dis-
cussion of morbidity apply to mortality: for a
mortality rate to make sense, anyone in the group

represented by the denominator must have the
potential to enter the group represented by the
numerator.

We may not always be interested in a rate for the
entire population; perhaps we are interested only in
a certain age group, in men or in women, or in one
ethnic group. Thus, if we are interested in mortality
in children younger than 10 years, we can calculate
a rate specifically for that group:

Annual mortality rate from all causes
for children younger than 10 years of age
(per 1,000 population) =
No. of deaths from all causes in one year
in children younger than 10 years of age

No. of children in the population *1,000

younger than 10 years of age at midyear

Note that in putting a restriction, on age, for
example, the same restriction must apply to both
the numerator and the denominator, so that every
person in the denominator group will be at risk for
entering the numerator group. When such a restric-
tion is placed on a rate, it is called a specific rate. The
above rate, then, is an age-specific mortality rate.

We could also place a restriction on a rate by
specifying a diagnosis, and thus limit the rate to
deaths from a certain disease, that is, a disease-
specific or a cause-specific rate. For example, if we
are interested in mortality from lung cancer, we
would calculate it in the following manner:
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Annual mortality rate from lung cancer
(per 1,000 population) =

No. of deaths from lung cancer in one year

: : : 1,000
No. of persons in the population at midyear

We can also place restrictions on more than one
characteristic simultaneously, for example, age and
cause of death, as follows:

Annual mortality rate from leukemia
in children younger than 10 years of age
(per 1,000 population) =
No. of deaths from leukemia in one year
in children younger than 10 years of age
No. of children in the population
younger than 10 years of age at midyear

x1,000

Time must also be specified in any mortality
rate. Mortality can be calculated over 1 year, 5 years,
or longer. The period selected is arbitrary, but it
must be specified precisely.

Case-Fatality
We must distinguish between a mortality rate and
case-fatality. Case-fatality is calculated as follows:

Case-fatality (percent) =

No. of individuals dying during a
specified period of time after disease
onset or diagnosis

%100
No. of individuals with the specified disease

In other words, what percentage of people who
have a certain disease die within a certain time
after their disease was diagnosed? (Ideally, we
would like to use the date of disease onset as
the beginning of the time period specified in the
numerator. However, date of disease onset is often
hard to standardize since many diseases develop
insidiously over a long period of time. As a result,
in many chronic diseases, it may be difficult to
determine precisely when the disease process

began. For example, many patients with arthritis
cannot recall when their joint pain first began.
In practice, therefore, we often use date of diag-
nosis as a surrogate measure for date of disease
onset, because the exact date of diagnosis can
generally be documented from available medical
records.) If the information is to be obtained
from respondents, it is worth noting that if the
disease in question is a serious one, the date on
which the diagnosis was given may well have been
a life-changing date for the patient and not easily
forgotten.

What is the difference between case-fatality and
a mortality rate? In a mortality rate, the denomina-
tor represents the entire population at risk of dying
from the disease, including both those who have the
disease and those who do not have the disease (but
who are at risk of developing the disease). In case-
fatality, however, the denominator is limited to
those who already have the disease. Thus, case-
fatality is a measure of the severity of the disease. It
can also be used to measure any benefits of a new
therapy: as therapy improves, case-fatality would be
expected to decline. You will note that case-fatality
is not a rate but a percentage (of those with the
disease).

The numerator of case-fatality should ideally be
restricted to deaths from that disease. However, it is
not always easy to distinguish between deaths from
that disease and deaths from other causes. For
example, an alcoholic person may die in a car acci-
dent; however, the death may or may not be related
to alcohol intake.

Let us look at a hypothetical example to clarify
the difference between mortality and case-fatality
(Table 4-1).

Assume that in a population of 100,000 persons,
20 have disease X. In one year, 18 people die from
that disease. The mortality is very low (0.018%)
because the disease is rare; however, once a person
has the disease, the chances of his or her dying are
great (90%).

disease X.

Mortality rate from disease X =
100,000

. . 18
Case-fatality from disease X = % =0.9, or 90%.

TABLE 4-1. Comparison of Mortality Rate with Case-Fatality in the Same Year

Assume a population of 100,000 people of whom 20 are sick with disease X, and in 1 year, 18 of the 20 die from

=0.00018, or 0.018%.




11 section1 THEEPIDEMIOLOGIC APPROACH TO DISEASE AND INTERVENTION

Proportionate Mortality

Another measure of mortality is proportionate
mortality, which is not a rate. The proportionate
mortality from cardiovascular disease in the United
States in 2010 is defined as follows:

Proportionate mortality from cardiovascular
diseases in the U.S.in 2010 (percent) =

No. of deaths from cardiovascular
diseases in the U.S.in 2010

Total deaths in the U.S.in 2010

100

In other words, of all deaths in the United States,
what proportion was caused by cardiovascular
disease? Figure 4-6 shows proportionate mortality

100

from heart disease by age group. In each age group,
the full bar represents all deaths (100%), and deaths
from heart disease are indicated by the dark blue
portion. We see that the proportion of deaths from
heart disease increases with age. However, this does
not tell us that the risk of death from heart disease
is also increasing. This is demonstrated in the fol-
lowing examples.

Table 4-2 shows all deaths and deaths from
heart disease in two communities, A and B. All-
cause mortality in community A is twice that in
community B. When we look at proportionate
mortality, we find that 10% of the deaths in com-
munity A and 20% of the deaths in community
B are due to heart disease. Does this tell us that
the risk of dying from heart disease is twice as
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Figure 4-6. Deaths from heart disease as a percentage of deaths from all causes, by age group, United States, 2008. (From National
Institutes of Health. National Heart, Lung, and Blood Institute. Morbidity and Mortality: 2012 Chart Book on Cardiovascular, Lung,
and Blood Diseases. US Department of Health and Human Services, Washington, DC, 2012.)

TABLE 4-2. Comparison of Mortality Rate and Proportionate Mortality: I. Deaths from Heart
Disease in Two Communities

Community A Community B

Mortality rate from all causes 30/1,000 15/1,000
Proportionate mortality from heart disease 10% 20%
Mortality rate from heart disease 3/1,000 3/1,000
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TABLE 4-3. Hypothetical Example of Mortality Rates and Proportionate Mortality
in Two Periods

EARLY PERIOD LATER PERIOD

Cause of Death Mortality Rate Proportionate Mortality Mortality Rate Proportionate Mortality

Heart disease 40/1,000 50% 80/1,000 66.7%

Cancer 20/1,000 25% 20/1,000 16.7%

All other causes 20/1,000 25% 20/1,000 16.7%

All deaths 80/1,000 100% 120/1,000 100.0%
Early Period Late Period

All other
causes

25% Heart

Disease
50%

high in community B as it is in A? The answer
is no. For when the mortality rates from heart
disease are calculated (10% of 30/1,000 and 20%
of 15/1,000), we find that the mortality rates are
identical.

If we observe a change in proportionate mortal-
ity from a certain disease over time, the change may
be due not to changes in mortality from that disease,
but to changes in the mortality of some other
disease. Let us consider a hypothetical example: In
Table 4-3, we see mortality rates from heart disease,
cancer, and other causes in a population in an early
period and a later period. First, compare the mor-
tality rates in the two time periods: Mortality from
heart disease doubled over time (from 40/1,000 to
80/1,000), but mortality rates from cancer and from
all other causes (20/1,000) did not change. However,
if we now examine the proportionate mortality
from each cause, we see that the proportionate
mortality from cancer and from other causes has
decreased in the population, but only because the
proportionate mortality from heart disease has
increased. Thus, if the proportion of one segment
of the mortality “pie” increases, there will necessar-
ily be a decrease in the proportion of some other
segment (Fig. 4-7). Another view of this is seen in
Figure 4-8.

As seen in the example in Table 4-4, if all-cause
mortality rates differ, cause-specific mortality

Figure 4-7. Hypothetical example of pro-
portionate mortality: Changes in proportionate
mortality from heart disease, cancer, and other
causes from the early period to the late period.
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“Know what? The days get longer at
the same time the nights get shorter.”

Figure 4-8. Understanding proportionate mortality. (© Bill
Keane, Inc. Reprinted with Special Permission of King Features
Syndicate.)

rates can differ significantly, even when the propor-
tionate mortality is the same. Thus, these examples
show that, although proportionate mortality can
give us a quick look at the major causes of death, it
cannot tell us the risk of dying from a disease. For
that, we need a mortality rate.
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Disease in Two Communities

TABLE 4-4. Comparison of Mortality Rate and Proportionate Mortality: Il. Deaths from Heart

Community A Community B

Mortality rate from all causes
Proportionate mortality from heart disease
Mortality rate from heart disease

20/1,000 10/1,000
30% 30%
6/1,000 3/1,000

Years of Potential Life Lost

In recent years, another mortality index, years of
potential life lost (YPLL), has been increasingly
used for setting health priorities. YPLL is a measure
of premature mortality, or early death. YPLL recog-
nizes that death occurring in the same person at a
younger age clearly involves a greater loss of future
productive years than death occurring at an older
age. Two steps are involved in this calculation: In
the first step, for each cause, each deceased person’s
age at death is subtracted from a predetermined age
at death. In the United States, this predetermined
“standard” age is usually 75 years. Thus, an infant
dying at 1 year of age has lost 74 years of life (75
— 1), but a person dying at 50 years of age has lost
25 years of life (75 — 50). Thus, the younger the age
at which death occurs, the more years of potential
life are lost. In the second step, the “years of poten-
tial life lost” for each individual are then added
together to yield the total YPLL for the specific

cause of death. When looking at reports that use
YPLL, it is important to note what assumptions the
author has made, including what predetermined
standard age has been selected.

Figure 4-9 shows the years of potential life lost
in the United States before age 75 years in 2008. The
top bar shows the total YPLL from all causes
(100%), and the bars below show the individual
YPLL from each leading cause of death, with the
percentage of YPLL from all causes for which it
accounts. We see that the greatest single source of
YPLL was malignant neoplasms, which, in the same
year, was the second leading cause of death by its
mortality rate (see Fig. 1-2). In 2007, the ranking of
unintentional injury by its mortality rate was fifth,
while its ranking by YPLL was third. This discrep-
ancy results from the fact that injury is the leading
cause of death up to age 34 years, and therefore it
accounts for a large proportion of years of potential
life lost.

Cause of Death YPLL Percent
All Causes 20,417,162 | 100.0% |
Malignant Neoplasms 4,353,353 [ ]21.3%
Heart Disease 3,107,088 [ 15.2%
Unintentional Injury 3,073,287 [ ]151%
Perinatal Period 1,042,793 [ 5.1%
Suicide 1,042,845 [l 51%
Homicide 756,233 [ 3.7%
Congenital Anomalies 573,958 []28%
Chronic Lower Respiratory Disease 533,984 [] 26%
Cerebrovascular 525,979 [ 26%
Diabetes Mellitus 496,159 [ 24%

All Others 4,911,483 [ 24.0%

Figure 4-9. Years of potential life lost (YPLL) before age 75, all races, both sexes, all deaths, United States, 2008. (Adapted from
Centers for Disease Control and Prevention. National Center for Injury Prevention and Control. Years of Potential Life Lost [YPLL]
Reports, 1999-2008, webapp.cdc.gov/sasweb/ncipc/ypll10.html. Accessed April 12, 2013.)
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Figure 4-10. Years of potential life lost (YPLL) before age 65 years among children younger than 20 years from injuries and other
diseases, United States, 1986. (Adapted from Centers for Disease Control and Prevention: Fatal injuries to children: United States,
1986. MMWR 39:442-451, 1990.)

Figure 4-10 shows YPLL before age 65 years for
children and adults younger than 20 years of age.
We see that the YPLL from injuries exceeds the
effect of YPLL from congenital malformations and
prematurity combined. Thus, if we want to have an
impact on YPLL in children and young adults, we
should address the causes of injuries, half of which
are related to motor vehicles.

Table 4-5 shows a ranking of causes of death in
the United States for 1989 and 1990 by YPLL,
together with cause-specific mortality rates. By
cause-specific mortality, human immunodeficiency
virus (HIV) infection ranked tenth, but by YPLL, it
ranked sixth. This reflects the fact that a large pro-
portion of HIV-related deaths occur in young
persons.

TABLE 4-5. Estimated Years of Potential Life Lost (YPLL) Before Age 65 Years and Mortality
Rates per 100,000 Persons, by Cause of Death, United States, 1989 and 1990
YPLL for Persons YPLL for Persons Cause-Specific Crude
Cause of Death (ICD-9 Codes) Dying in 1989 Dying in 1990 Death Rate, 1990
All causes (total) 12,339,045 12,083,228 861.9
Unintentional injuries (E800-E949) 2,235,335 2,147,094 37.3
Malignant neoplasms (140-208) 1,832,039 1,839,900 201.7
Suicide/homicide (E950-E978) 1,402,524 1,520,780 22.5
Diseases of the heart (390-398, 402, 1,411,399 1,349,027 289.0
404-429)
Congenital anomalies (740-759) 660,346 644,651 5.3
Human immunodeficiency virus 585,992 644,245 9.6
infection (042-044)
Prematurity (765, 769) 487,749 415,638 2.5
Sudden infant death syndrome (798) 363,393 347,713 2.2
Cerebrovascular disease (430-438) 237,898 244,366 57.9
Chronic liver disease and cirrhosis (571) 233,472 212,707 10.2
Pneumonia/influenza (480-487) 184,832 165,534 31.3
Diabetes mellitus (250) 145,501 143,250 19.5
Chronic obstructive pulmonary disease 135,507 127,464 35.5
(490-496)
Data from Centers for Disease Control and Prevention: MMWR 41:314, 1992.
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Trends in Annual Rates of Death due to the 9 Leading

70

Causes among Men 25-44 Years Old,
United States, 1987-2008

Figure 4-11. Annual death rates (per 100,000
population) for the leading causes of death among 5 "':'r'l';::;e“m"a'
men 25 to 44 years old, by year, 1987-2008. (For &
1982 to 1986, estimates were made because an Inter- % 504 »
national Classification of Diseases [ICD]-9 code for §_ TS
HIV did not yet exist. For 1999-2000, deaths were 2 407 o taneer
classified according to ICD-10; for 1987-1998, ICD-10 S_
rules were retroactively applied to deaths that were g 30 —a=HIV disease
previously coded according to ICD-9 rules.) (Drawn £ 5
from data prepared by Richard M. Selik, MD, Divi- 3
sion of HIV/AIDS Prevention, Centers for Disease 104 Se=Diabetis
Control and Prevention, 2008. www.cdc.gov/hiv/ — e —
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graphics/mortalit.htm. Accessed April 12, 2013.)

1987

Note: For comparison with data for 1999 and later years. data for 19871998 were modified o acoount
for ICO-10 rules instead of ICD-9 wles.

YPLL can assist in three important public health
functions: establishing research and resource pri-
orities, surveillance of temporal trends in prema-
ture mortality, and evaluating the effectiveness of
program interventions.”

Why Look at Mortality?

Mortality is clearly an index of the severity of a
disease from both clinical and public health stand-
points, but mortality can also be used as an index
of the risk of disease, as shown in Figures 4-2 and
4-3. In general, mortality data are easier to obtain
than incidence data for a given disease, and it there-
fore may be more feasible to use mortality data as
an index of incidence. However, when a disease is
mild and not fatal, mortality is not a good index of
incidence. A mortality rate is a good reflection of
the incidence rate under two conditions: First,

1990 1993 1996 1909 2002 2005 2008

when the case-fatality rate is high (as in untreated
rabies), and second, when the duration of disease
(survival) is short. Under these conditions, mortal-
ity is a good measure of incidence, and thus a
measure of the risk of disease. For example, cancer
of the pancreas is a highly lethal disease: death gen-
erally occurs within a few months of diagnosis, and
long-term survival is rare. Thus, unfortunately,
mortality from pancreatic cancer is a good surro-
gate for incidence of the disease.

Figures 4-11 and 4-12 show mortality trends in
the United States from 1987 to 2008 for the leading
causes of death in men and in women, respectively,
aged 25 to 44 years. Mortality from HIV infection
increased rapidly in both sexes from 1987 to 1995,
but decreased dramatically from 1995 to 1997,
largely because of newly introduced, highly active
antiretroviral therapy, as well as lifestyle changes

Trends in Annual Rates of Death due to the 9 Leading
Causes among Women 25-44 Years Old,
~ United States, 1987-2008

Figure 4-12. Annual death rates (per 100,000
population) for leading causes of death among women
25 to 44 years old, by year, 1987-2008. (See also Fig.
4-11.) (Drawn from data prepared by Richard M. Selik,
MD, Division of HIV/AIDS Prevention, Centers for
Disease Control and Prevention, 2008. www.cdc.gov/
hiv/graphics/mortalit.htm. Accessed April 12, 2013.)
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Figure 4-13. Ectopic pregnancy rates (per 1,000 reported
pregnancies), by year, United States, 1970-1987. (From Centers
for Disease Control and Prevention: MMWR 39:401, 1990.)

resulting from public health education. Mortality in
people aged 25 to 44 years continued to drop at a
slower rate through 2008. With the drop in mortal-
ity and the lengthening of the life span of many
people with HIV, the prevalence of HIV infection
has increased significantly.

A comparison of mortality and incidence is seen
in Figures 4-13 and 4-14. Figure 4-13 shows ectopic
pregnancy rates by year in the United States from
1970 to 1987. During this period, the rate per 1,000
reported pregnancies increased almost fourfold.
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Figure 4-14. Ectopic pregnancy death rates (per 10,000
ectopic pregnancies), by year, United States, 1970-1987. (From
Centers for Disease Control and Prevention: MMWR 39:403,
1990.)

This increase has been attributed to improved diag-
nosis and to increased frequency of pelvic inflam-
matory disease resulting from sexually transmitted
diseases. As seen in Figure 4-14, however, death
rates from ectopic pregnancy decreased markedly
during the same time period, perhaps as a result of
earlier detection and increasingly prompt medical
and surgical intervention.

Figure 4-15 presents interesting data on time
trends in incidence and mortality from breast
cancer in black women and white women in the
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Figure 4-15. Breast cancer incidence and mor-
tality: white women versus black women. (From

Rate per 100,000

Howlader N, Noone AM, Krapcho M, et al [eds]: SEER
Cancer Statistics Review, 1975-2008, National Cancer
Institute, Bethesda, MD. http://seer.cancer.gov/csr/
1975_2008/. Based on November 2010 SEER data
submission, posted to the SEER web site, 2011. Accessed
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mortality, 1973-2002. (From Davies L, Welch T
HG: Increasing incidence in thyroid cancer in g 41
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United States. Compare the time trends in inci-
dence and mortality. What do these curves tell us
about new cases of breast cancer over time and
survival from breast cancer? Compare the experi-
ences of black women and white women in regard
to both incidence and mortality. How can we
describe the differences, and what could be some of
the possible explanations?

A final example relates to reports in recent years
that the incidence of thyroid cancer in the United
States has been increasing. One of two possible
explanations is likely. The first explanation is that
these reports reflect a true increase in incidence that
has resulted from increases in prevalence of risk
factors for the disease. The second explanation is
that the reported increased incidence is only an
increase in apparent incidence. It does not reflect
any true increase in new cases but rather an increase
in the detection and diagnosis of subclinical cases,
because new diagnostic methods permit us to iden-
tify small and asymptomatic thyroid cancers that
could not be detected previously.

In order to distinguish between these two pos-
sible explanations, Davies and Welch studied
changes in incidence and mortality from thyroid
cancer in the United States from 1973 to 2002.
Figure 4-16 shows that during the period of the
study, the incidence rate of thyroid cancer more
than doubled but during the same period, mortality
from thyroid cancer remained virtually unchanged.

Thyroid cancer is characterized by different his-
tologic types, as seen in Figure 4-17: at one extreme,
papillary carcinoma has the best prognosis and at
the opposite extreme, poorly differentiated types—
medullary and anaplastic—are generally the most
aggressive with poorest prognoses. The authors
found that the increase in incidence of thyroid
cancer was almost entirely due to an increase in the

T T T T

1979 1982 1985 1988 1991 1994 1997 2000

Year

HISTOLOGIC TYPE PROGNOSIS

Papillary
Follicular

Poorly differentiated
(medullary/anaplastic)

Figure 4-17. Histologic types of thyroid cancer and their
prognoses.

incidence of papillary cancer (Fig. 4-18). Within the
papillary cancers, most of the increase in this inci-
dence was accounted for by the smallest size tumors
(Fig. 4-19). Thus, the authors found that 87% of the
increase in thyroid cancer incidence over a 30-year
period was accounted for by an increase in the
smallest sized papillary cancers, tumors that have
the best prognosis. A number of earlier studies have
shown a high prevalence of previously unrecog-
nized, asymptomatic small papillary cancers at
autopsy.

If the increase in incidence is due to a true
increase in occurrence of the disease, it would likely
be reflected in increased incidence of all histologic
types. If, on the other hand, the increased incidence
is due to the availability of more refined diagnostic
methods, we would expect to see an increase in the
incidence of small tumors, as the authors found in
their study. This is also consistent with the observa-
tion that overall thyroid cancer mortality was stable.

Problems with Mortality Data
Most of our information about deaths comes from
death certificates. A death certificate is shown in
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All Thyroid Cancer
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Incidence Rate per 100,000

Figure 4-18. Trends in incidence of
thyroid cancer (1973-2002) in the United
States. (From Davies L, Welch HG: Increas-
ing incidence in thyroid cancer in the
United States, 1973-2002. JAMA 295:2164—
2167, 2006.)
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Figure 4-19. Trends in incidence of

_14-2.0cm papillary tumors of the thyroid, by size,

-~ United States, 1988-2002. (From Davies L,

Welch HG: Increasing incidence of thyroid

cancer in the United States, 1973-2002.
JAMA 295:2164-2167, 2006.)

-
-

> ____,.-"\WW_—/\_—- >5.0cm

T T T T T T

T T T
1994 1996 1998

Year

1988 1990 1992

Figure 4-20. By international agreement, deaths are
coded according to the underlying cause. The
underlying cause of death is defined as “the disease
or injury which initiated the train of morbid events
leading directly or indirectly to death or the cir-
cumstances of the accident or violence which pro-
duced the fatal injury.”’ Thus, the death certificate
from which Figure 4-21 is taken would be coded as
a death from chronic ischemic heart disease, the
underlying cause, which is always found on the
lowest line used in part I of item 23 of the certifi-
cate. The underlying cause of death therefore
“excludes information pertaining to the immediate
cause of death, contributory causes and those
causes that intervene between the underlying and
immediate causes of death.” As pointed out by
Savage and coworkers,’ the total contribution of a
given cause of death may not be reflected in the
mortality data as generally reported; this may apply
to a greater extent in some diseases than in others.

Countries and regions vary greatly in the quality
of the data provided on their death certificates.

2000

2002

Studies of validity of death certificates compared
with hospital and autopsy records generally find
higher validity for certain diseases, such as cancers,
than for others.

Deaths are coded according to the International
Classification of Diseases (ICD), now in its tenth
revision. Because coding categories and regulations
change from one revision to another, any study of
time trends in mortality that spans more than one
revision must examine the possibility that observed
changes could be due entirely or in part to changes
in the ICD. In 1949, mortality rates from diabetes
showed a dramatic decline in both men and women
(Fig. 4-22). However, any euphoria that these data
might have caused was short-lived; analysis of this
drop indicated that it occurred at a time of change
from the 7th revision to the 8th revision of the ICD.
Prior to 1949, the policy was that any death certifi-
cate that included mention of diabetes anywhere be
coded as a death from diabetes. After 1949, only
death certificates on which the underlying cause of
death was listed as diabetes were coded as a death
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1 R e STATE OF MARYLAND / DEPARTMENT OF HEALTH AND MENTAL HYGIENE
REGISTRAR CERTIFICATE OF DEATH REG. NO.
1. DECEDENT'S NAME (First, Middle, Last) 2. DATE OF DEATH 3. TIME OF DEATH
MONTH DAY YEAR
~
4. SOCIAL SECURITY NUMBER 5. SEX 6. AGE (In yrs. last birthday) | _IF UNDER 1 YEAR | IF UNDER 24 HRs. | 7. DATE OF BIRTH 8. BIRTHPLACE (Stato or Forsign
MONTHS | DAYS HOURS N (Month, Day, Year) Country)
1Om20F YRS.
9a. FACILITY NAME (¥ not institution, give street and number) 9b. CITY, TOWN OR LOCATION OF DEATH 9c. COUNTY OF DEATH
o
o
s RESIDENCE OF DECEDENT.
w | 10a. sTATE 10b. COUNTY 10c. CITY, TOWN OR LOCATION 10d. INSIDE CITY
[ LIMITS?
=1 10 ves 2 [JnNo
-<‘ 10e. STREET AND NUMBER 101. ZIP CODE 10g. CITIZEN OF WHAT COUNTRY?
[ <
w -
§ 11. MARITAL STATUS 12. WAS DECEDENT EVER IN U.S. ARMED 13. WAS DECENDENT OF HISPANIC ORIGIN? (Specify Yes or No— | 14. RACE — American Indian,
o FORCES? 1[]YES 2[]NO If yes, specify Cuban, Mexican, Puerto Rican, etc.) Black, White, etc.
1 [ Never Married 2 [] Married
> IF YES, GIVE WAR OR DATES 1[JYES 2[JNO  Specity: Specity:
o 3 [] widowed 4 [] Divorced
a 15. DECEDENT'S EDUCATION 16a. DECEDENT'S USUAL OCCUPATION 16b. KIND OF BUSINESS/INDUSTRY
= (Specify only highest grade (Give kind of work done during most of working
I ife. Do NOT use retired.)
w Elementary/Secondary (0-12) College (14 or 5 +)
=
O || 17 FATHER'S NAME (First, Middlle, Last) 18. MOTHER'S NAME (First, Middle, Maiden Surname)
o
a
o 192. INFORMANT’S NAME (Type/Print) 19b. MAILING ADDRESS (Stroet and Number or Rural Route Number, City or Town, State, Zip Code)
[=4
20a. METHOD OF DISPOSITION 20b. PLACE AND DATE OF DISPOSITION (Name of I pate 20c. LOCATION — City or Town, State
10 Burlal 2 ) Cremation 3 (] Removal from State cemetery, crematory or other place) i
4 0 Donation 5 (] Other (Specify) — i
21. SIGNATURE OF FUNERAL SERVICE LICENSEE 22. NAME AND ADDRESS OF FACILITY
23. PART |. Enter the diseases, or complications that caused the death. Do not enter the mode of dying, such as cardiac or respiratory arrest, Approximate
shock, or heart failure. List only one cause on each line. Interval Between
IMMEDIATE CAUSE (Final Onset and Death
disease or condition '
resulting in death) a.
DUE TO (OR AS A CONSEQUENCE OF):
z b. S
g Sequentially list conditions, DUE TO (OR AS A CONSEQUENCE OF):
= if any, leading to immediate
5 cause. Enter UNDERLYING
=2 || CAUSE (Disease or Injury ¢
& I that initiated events DUE TO (OR AS A CONSEQUENCE OF):
E resulting in death) LAST
W d.
(3]
- PART II. Other ing to death but not resulting in the underlying cause given in Part |. | 24a. WAS AN AUTOPSY 24b. WERE AUTOPSY FINDINGS
8 - - PERFORMED? AVAILABLE PRIOR TO
COMPLETION OF CAUSE
3 1(] YES 2 (] NO OF DEATH?
g 10 vEs 20 NO
> DID TOBACCO USE CONTRIBUTE TO CAUSE OF DEATH YES [J NO [J UNCERTAIN [J
< || 25 WAS CASE REFERRED TO MEDICAL 26. PLACE OF DEATH (Check only one)
o EXAMINER? HOSPITAL: OTHER:
2 1JYES 2[]NO 10 inpatient 2 [J ER/Outpatient 3 (1 DOA | 4 (] Nursing Home 5 (] Residence 6 (] Other (Specify)
T || 27. MANNER OF DEATH 28a. DATE OF INJURY 28b. TIME OF 28c. INJURY AT 28d. DESCRIBE HOW INJURY OCCURED
a (Month, Day, Year) INJURY WORK?
> 1 [] Natural 5 [] Pending L 1Jves 2[]No
o 2 [] Accident
28e. PLACE OF INJURY — At home, farm, street, factory, office 281. LOCATION (Street and Number or Rural Route Number,
a 3 [ Sulcide 6 (] Could not be bullding, etc. (Speciy) ory, Locar Tm’[ oot and Number or Fural Route Num
|';_1 4 [] Homicide determined
u CERTIFIER
d 29a. Pl ('m,y 1 (] CERTIFYING PHYSICIAN: To the best of my knowledge, death occurred at the time, date and place, and due o the cause(s) and manner as stated.
g one) 2 [] MEDICAL On the basis of and/or in my opinion, death occured at the time, date and place, and due to the cause(s) and manner as stated.
o
w || 29 S1GNATURE AND TITLE OF cenTIFiER 29c. LICENSE NUMBER 29d. DATE SIGNED (Month, Day, Yoar)
o 4
o
F= || 30. NAME AND ADDRESS OF PERSON WHO COMPLETED CAUSE OF DEATH (ITEM 27) (Type, Print)
31. DATE FILED (Month, Day, Year) 32. REGISTRAR'S SIGNATURE

DHMH-16 Rev 1/89

Figure 4-20. Death certificate for the state of Maryland. (Courtesy of the State of Maryland Department of Health and Mental
Hygiene.)

from diabetes. Hence, the decline seen in Figure  death certificates were coded during the period
4-22 was artifactual. Whenever we see a time trend ~ being examined and whether these changes could
of an increase or a decrease in mortality, the first ~ have contributed to changes observed in mortality
question we must ask is, “Is it real?” Specifically, ~ during the same period.

when we look at trends in mortality over time, we Changes in the definition of disease can also
must ask whether any changes took place in how  have a significant effect on the number of cases of
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shock, or heart failure. List only one cause on each line.

IMMEDIATE CAUSE (Final
disease or condition ,
resulting in death) a.

23. PART L. Enter the diseases, or complications that caused the death. Do not enter the mode of dying, such as cardiac or respiratory arrest,

Approximate
Interval Between
Onset and Death

Sequentially list conditions,
if any, leading to immediate
cause. Enter UNDERLYING
CAUSE (Disease or Injury

Rupture of myocardium Mins.
DUE TO (OR AS A CONSEQUENCE OF):
»._Acute myocardial infarction 6 days
DUE TO (OR AS A CONSEQUENCE OF):
. Chronic ischemic heart disease 5 years

that initiated events DUE TO (OR AS A CONSEQUENCE OF):

resulting in death) LAST

PART Il. Other

ing to death but not resulting in the underlying cause given in Part I.
Diabetes, Chronic obstructive pulmonary disease,

24a. WAS AN AUTOPSY
PERFORMED?

1K YES 2 [] NO

24b. WERE AUTOPSY FINDINGS
AVAILABLE PRIOR TO
COMPLETION OF CAUSE

smoking

‘OF DEATH?
1® YES 2 (] NO

DID TOBACCO USE CONTRIBUTE TO CAUSE OF DEATH YES £ NO [0 UNCERTAIN [

Figure 4-21.
and other significant conditions.

the disease that are reported or that are reported
and subsequently classified as meeting the diagnos-
tic criteria for the disease. In early 1993, a new defi-
nition of Acquired Immunodeficiency Syndrome
(AIDS) was introduced; as shown in Figure 4-23,
this change resulted in a rapid rise in the number
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Figure 4-22. Drop in death rates for diabetes among 55- to
64-year-old men and women, United States, 19301960, due to
changes in ICD coding. (From US Public Health Service publica-
tion No. 1000, series 3, No. 1. Washington, DC, U.S. Government
Printing Office, 1964.)

Example of a completed cause-of-death section on a death certificate, including immediate and underlying causes

of reported cases. With the new definition, even
after the initial peak, the number of reported cases
remained higher than it had been for several years.

In discussing morbidity in Chapter 3, we said
that everyone in the group represented by the
denominator must be at risk to enter the group
represented by the numerator, and we looked at
uterine cancer incidence rates as an example. The
same principle regarding numerator and denomi-
nator applies to mortality rates. Figure 4-24 shows
a similar set of observations for mortality rates
from uterine cancer. Once again, correcting for hys-
terectomy reduces the number of women in the
denominator and thus increases the mortality rate.
In a lighter vein, Table 4-6 lists some causes of death
that were listed on death certificates early in the
20th century.

COMPARING MORTALITY
IN DIFFERENT POPULATIONS

An important use of mortality data is to compare
two or more populations, or one population in
different time periods. Such populations may differ
in regard to many characteristics that affect mortal-
ity, of which age distribution is the most important.
In fact, age is the single most important predictor
of mortality. Therefore, methods have been devel-
oped for comparing mortality in such populations
while effectively holding constant characteristics
such as age.

Table 4-7 shows data that exemplify the problem.
Mortality rates for white and black residents of Bal-
timore in 1965 are given. The data may seem sur-
prising because we would expect rates to have been
higher for blacks, given the problems associated
with poorer living conditions and less access to
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Figure 4-23. AIDS cases by quarter year of report, United States, 1984-2000. (From Centers for Disease Control and Prevention.
Summary of notifiable diseases, United States, 2000. MMWR 49:86, 2000; and Centers for Disease Control and Prevention: Summary

of notifiable diseases, United States, 1993. MMWR 45:68, 1993.)
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Figure 4-24. Age-adjusted uterine cancer mortality rates,
corrected and uncorrected by hysterectomy status, Alameda
County, California. (From Lyon JL, Gardner JW: The rising fre-
quency of hysterectomy: Its effect on uterine cancer rates. Am J
Epidemiol 105:439-443, 1977.)

1 L
1960 1965

TABLE 4-6. Some Causes of Death That
Were Reported on Death
Certificates in the Early 1900s

“Died suddenly without the aid of a physician”
“A mother died in infancy”

“Deceased had never been fatally sick”

“Died suddenly, nothing serious”

“Went to bed feeling well, but woke up dead”

TABLE 4-7. Crude Mortality Rates by Race,
Baltimore City, 1965

Race Mortality per 1,000 Population
White 14.3
Black 10.2

medical care, particularly at that time. When we
look at Table 4-8, we see the data from Table 4-7
on the left, but now we have added data for each
age-specific stratum (layer) of the population.
Interestingly, although in each age-specific group,
mortality is higher in blacks than in whites, the
overall mortality (also called crude or unadjusted
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TABLE 4-8. Death Rates by Age and Race, Baltimore City, 1965

DEATH RATES BY AGE PER 1,000 POPULATION

Race All Ages <lyr 1-4 yrs 5-17 yrs 18-44 yrs 45-64 yrs >65 yrs
White 14.3 23.9 0.7 0.4 2.5 15.2 69.3
Black 10.2 31.3 1.6 0.6 4.8 22.6 75.9

From Department of Biostatistics: Annual Vital Statistics Report for Maryland, 1965. Baltimore, Maryland State Department of

Health, 1965.

mortality) is higher in whites than in blacks. Why is
this so? This is a reflection of the fact that in both
whites and blacks, mortality increases markedly in
the oldest age groups; older age is the major con-
tributor to mortality. However, the white popula-
tion in this example is older than the black
population, and in 1965, there were few blacks in
the oldest age groups. Thus, in whites, the overall
mortality is heavily weighted by high rates in the
oldest age groups. The overall (or crude) mortality
rate in whites is increased by the greater number of
deaths in the large subgroup of older whites, but
the overall mortality rate in blacks is not increased
as much because there are fewer deaths in the
smaller number of blacks in the older age groups.
Clearly, the crude mortality reflects both differences
in the force of mortality, and differences in the age
composition of the population. Let us look at two
approaches for dealing with this problem: direct
and indirect age adjustment.

Direct Age Adjustment

Tables 4-9 through 4-11 show a hypothetical
example of direct age adjustment. Table 4-9 shows
mortality in a population in two different periods.
The mortality rate is considerably higher in the
later period. These data are supplemented with age-
specific data in Table 4-10. Here, we see three age
groups, and age-specific mortality for the later
period is lower in each group. How, then, is it pos-
sible to account for the higher overall mortality in
the later period in this example?

The answer lies in the changing age structure of
the population. Mortality is highest in the oldest
age groups, and during the later period, the size of
the oldest group doubled from 100,000 to 200,000,
whereas the number of young people declined sub-
stantially, from 500,000 to 300,000. We would like
to eliminate this age difference and, in effect, ask: If
the age composition of the populations were the

same, would there be any differences in mortality
between the early period and the later period?

In direct age adjustment, a standard population
is used in order to eliminate the effects of any dif-
ferences in age between two or more populations
being compared (Table 4-11). A hypothetical “stan-
dard” population is created to which we apply both
the age-specific mortality rates from the early
period and the age-specific mortality rates from the
later period. By applying mortality rates from both
periods to a single standard population, we elimi-
nate any possibility that observed differences could
be a result of age differences in the population. (In
this example, we have created a standard by adding
the populations from the early and the later periods,
but any population could have been used.)

By applying each age-specific mortality rate to
the population in each age group of the standard
population, we derive the expected number of
deaths that would have occurred had those rates
been applied. We can then calculate the total
number of deaths expected in the standard popula-
tion had the age-specific rates of the early period
applied and the total number of deaths expected in
the standard population had the age-specific rates
of the later period applied. Dividing each of these
two total expected numbers of deaths by the total
standard population, we can calculate an expected
mortality rate in the standard population if it had
had the mortality experience of the early period
and the expected mortality rate for the standard
population if it had had the mortality experience
for the later period. These are called age-adjusted
rates, and they appropriately reflect the decline
seen in the age-specific rates. Differences in age-
composition of the population are no longer a
factor.

In this example the rates have been adjusted for
age, but adjustment can be carried out for any char-
acteristic such as sex, socioeconomic status, or race,
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TABLE 4-9. A Hypothetical Example of Direct Age Adjustment: I. Comparison of Total Death
Rates in a Population at Two Different Times

EARLY PERIOD LATER PERIOD
Number of Death Rate Number of Death Rate
Population Deaths per 100,000 Population Deaths per 100,000
900,000 862 96 900,000 1,130 126

TABLE 4-10. A Hypothetical Example of Direct Age Adjustment: Il. Comparison of Age-Specific
Death Rates in Two Different Time Periods

EARLY PERIOD LATER PERIOD
Number of Death Rates Number of Death Rates
Age Group (yr)  Population Deaths per 100,000 Population Deaths per 100,000
All ages 900,000 862 96 900,000 1,130 126
30-49 500,000 60 12 300,000 30 10
50-69 300,000 396 132 400,000 400 100
70+ 100,000 406 406 200,000 700 350

TABLE 4-11. A Hypothetical Example of Direct Age Adjustment: lll. Carrying Out an Age
Adjustment Using the Total of the Two Populations as the Standard

“Early” Age- Expected “Later” Age- Expected
specific Number of specific Number of

Standard Mortality Rates  Deaths Using  Mortality Rates = Deaths Using
Age Group (yr) Population per 100,000 “Early” Rates per 100,000 “Later” Rates
All ages 1,800,000
3049 800,000 12 96 10 80
50-69 700,000 132 924 100 700
70+ 300,000 406 1,218 350 1,050
Total number of deaths expected
in the standard population: 2,238 1,830
Age-adjusted rates: 2,238 1,830

peradjiisted rates “Barly’=—2"""_=1243 “Later” = —— =101.7
1,800,000 1,800,000

and techniques are also available to adjust for mul-
tiple variables simultaneously.

Let us look at an example of direct age adjust-
ment using real data.” When mortality in the United
States and in Mexico was compared for 1995 to
1997, the crude mortality rate for all ages in the
United States was 8.7 per 1,000 population and in
Mexico only 4.7 per 1,000 population. But for each
age group, the age-specific mortality rate was higher
in Mexico than in the United States (aside from the

over 65 group in which the rates were similar).
Could the considerably higher crude mortality rate
in the United States be due to the fact that there was
a difference in the age distributions of the two pop-
ulations, in that the U.S. population had a greater
proportion of older individuals than did the popu-
lation in Mexico?

In order to eliminate the possibility that the dif-
ferences in mortality between the United States and
Mexico could have been due to differences in the
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age structure of the two populations, we need to
control for age. Therefore, we select a standard
population and apply both the age-specific mortal-
ity rates from the United States and from Mexico to
the same standard population. As seen in Table
4-12, when we examine the age-adjusted rates using
the mortality rates from the United States and from
Mexico, we find that the age-adjusted rate in the
United States is 5.7 per 1,000, lower than that in
Mexico (6.4/1,000). Thus, the higher crude rate
observed in the United States was due to the older
age of the U.S. population.

Although age-adjusted rates can be very useful
in making comparisons, the first step in examining
and analyzing comparative mortality data should
always be to carefully examine the age-specific rates
for any interesting differences or changes. These
differences may be hidden by the age-adjusted rates,
and may be lost if we proceed immediately to age
adjustment without first examining the age-specific
rates.

Age-adjusted rates are hypothetical because
they involve applying actual age-specific rates to a
hypothetical standard population. They do not
reflect the true mortality risk of a “real” population

because the numerical value of an age-adjusted
death rate depends on the standard population
used. Selection of such a population is somewhat
arbitrary because there is no “correct” standard
population, but it is generally accepted that the
“standard” should not be markedly different from
the populations that are being compared with
regard to age or whatever the variable is for which
the adjustment is being made. In the United States,
for more than 50 years, the 1940 U.S. population
was regularly used as the standard population for
age adjustment for most purposes, but in recent
years, this population was increasingly considered
outdated and incompatible with the older age
structure of the U.S. population. Beginning with
1999 mortality statistics, the U.S. population in the
year 2000 replaced the 1940 population as the stan-
dard population for adjustment.

The change in standard population to the year
2000 U.S. population has had some significant
effects, as illustrated with a comparison of cause-
specific mortality rates using data through 1995.7
For example, increases in age-adjusted mortality
rates were observed for causes in which risk
increases significantly with age. For example,

TABLE 4-12. An Example of Direct Age Adjustment: Comparison of Age-adjusted Mortality
Rates in Mexico and in the United States, 1995-1997
Age-specific
Age-specific United States
Age Mexico Expected Numbers Mortality Expected Numbers
Group Standard Mortality Rates of Deaths Using Rates per of Deaths Using
(yr) Population per 100,000 Mexico Rates 100,000 United States Rates
All ages 100,000
<1 2,400 1,693.2 41 737.8 18
1-4 9,600 112.5 11 38.5 4
5-14 19,000 36.2 7 21.7 4
15-24 17,000 102.9 17 90.3 15
25-44 26,000 209.6 55 176.4 46
45-64 19,000 841.1 160 702.3 133
65+ 7,000 4,967.4 348 5,062.6 354
Total numbers of deaths expected
in the standard population: 639 574
Age-adjusted rates:
639 6.39 574 5.74
Mexico = =— United States = =
100,000 1,000 100,000 1,000
From Analysis Group, Pan American Health Organization Special Program for Health Analysis: Standardization: A classic
epidemiological method for the comparison of rates. Epidemiol Bull 232(3):9-12, 2002.
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age-adjusted death from cerebrovascular diseases
(stroke) is 26.7 deaths per 100,000 using the 1940
standard, but it is 63.9 per 100,000 using the 2000
standard. Cancer mortality increased using the
2000 population standard compared to when an
earlier population was used as a standard because
more people are surviving into older ages, when
many of the leading types of cancer are more
common. Rates for heart disease, chronic obstruc-
tive lung disease, diabetes, kidney disease, and
Alzheimer’s disease were similarly affected because
age-specific death rates for all these conditions are
higher in older age groups.

Age-adjusted rates of cancer are higher in blacks
compared to whites in the United States, but the
differential between blacks and whites is less with
the 2000 population standard than with the earlier
standard population. Thus, the change to the year
2000 U.S. population as the standard complicates
comparisons of age-adjusted rates before and after
1999, because many of the rates before 1999 were
calculated using the 1940 standard population.
However, the rates from 1999 and on are being
calculated using the year 2000 population as the
new standard.

In summary, the goal of direct adjustment is to
compare rates in at least two different populations
when we wish to eliminate the possible effect of a
given factor, such as age, on the rates we are com-
paring. It is important to keep in mind that adjusted
rates are not “real” rates in the populations being
compared, because they depend on the choice of
the standard population used in carrying out the
adjustment. Nevertheless, direct adjustment is a
very useful tool for making such comparisons and
in fact, comparison of rates in different populations
almost always utilizes direct adjustment, such as
adjustment for age.

Indirect Age Adjustment (Standardized
Mortality Ratios)
Indirect age adjustment is often used when numbers
of deaths for each age-specific stratum are not
available. It is also used to study mortality in an
occupationally exposed population: Do people who
work in a certain industry, such as mining or con-
struction, have a higher mortality than people of
the same age in the general population? Is an addi-
tional risk associated with that occupation?

To answer the question of whether a population
of miners has a higher mortality than we would
expect in a similar population that is not engaged

in mining, the age-specific rates for a known popu-
lation, such as all men of the same age, are applied
to each age group in the population of interest. This
will yield the number of deaths expected in each
age group in the population of interest, if this pop-
ulation had had the mortality experience of the
known population. Thus, for each age group, the
number of deaths expected is calculated, and these
numbers are totaled. The numbers of deaths that
were actually observed in that population are also
calculated and totaled. The ratio of the total number
of deaths actually observed to the total number of
deaths expected, if the population of interest had
had the mortality experience of the known popula-
tion, is then calculated. This ratio is called the stan-
dardized mortality ratio (SMR).
The SMR is defined as follows:

_ Observed no. of deaths per year

B Expected no. of deaths per year

Let us look at the example in Table 4-13.In a
population of 534,533 white male miners, 436
deaths from tuberculosis occurred in 1950. The
question we are interested in is whether this mortal-
ity experience from tuberculosis is greater than, less
than, or about the same as that expected in white
men of the same ages in the general population
(most of whom are not miners). To help address
this question, we may calculate the expected number
of deaths for white miners in each age group by
applying the known age-specific mortality rate
from the general population to the number of
miners in each age group. By doing so, we ask,
“How many deaths would we expect in these white
miners if they had the same mortality experience as
white men in the same age group in the general
population?” These data are listed in column 3.
Column 4 shows the actual number of deaths
observed in the miners.

The SMR is calculated by totaling the observed
number of deaths (436) and dividing it by the
expected number of deaths (181.09), which yields
a result of 2.41. Multiplication by 100 is often done
to yield results without decimals. If this were done
in this case, the SMR would be 241. An SMR of 100
indicates that the observed number of deaths is the
same as the expected number of deaths. An SMR
greater than 100 indicates that the observed number
of deaths exceeds the expected number, and an
SMR less than 100 indicates that the observed
number of deaths is less than the expected number.
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TABLE 4-13. Computation of a Standardized Mortality Ratio (SMR) for Tuberculosis, All Forms
(TBC), for White Miners Ages 20 to 59 Years, United States, 1950

Expected Deaths from

SMR =

Estimated Death Rate (per 100,000) TBC in White Miners if Observed Deaths
Population for for TBC in Males in the They Had the Same Risk  from TBC in White
White Miners General Population as the General Population Miners
Age (yr) (1) (2) (3)=(1)%(2) (4
20-24 74,598 12.26 9.14 10
25-29 85,077 16.12 13.71 20
30-34 80,845 21.54 17.41 22
35-44 148,870 33.96 50.55 98
45-54 102,649 56.82 58.32 174
55-59 42,494 75.23 31.96 112
Totals 534,533 181.09 436

Observed deaths for an occupation — cause —race group %100

Expected deaths for an occupation — cause —race group

SMR (for 20—59-yr-olds) =

4
36 xX100=241
09

Adapted from Vital Statistics: Special Reports. Washington, DC, Department of Health, Education, and Welfare, Vol. 53(5), 1963.

The Cohort Effect
Table 4-14 shows age-specific death rates from
tuberculosis per 100,000 males in Massachusetts
from 1880 to 1930. (For this discussion, we will
ignore children ages 0 to 4 years, because tubercu-
losis in this age group is a somewhat different phe-
nomenon.) If, for example, we then read down the
column in the table (the data for a given calendar
year) for 1910, it appears that tuberculosis mortal-
ity peaks when males reach their 30s or 40s and
then declines with advancing age. Such a view of
the data, by year, is called a cross-sectional view.
Actually, however, the picture of tuberculosis
risk is somewhat different (Table 4-15). A male who
was 10 to 19 years of age in 1880 was 20 to 29 years
of age in 1890, and 30 to 39 years of age in 1900. In
other words, males who were born in a certain year
are moving through time together. We can now
examine the mortality over time of the same cohort
(i.e., a group of people who share the same experi-
ence), born in the same 10-year period. Looking at
males who were 5 to 9 years of age in 1880 and fol-
lowing them over time, as indicated by the boxes in
the table, it is apparent that peak mortality actually
occurred at a younger age than it would seem to
have occurred from the cross-sectional view of the
data. When we examine changes in mortality over
time, we should always ask whether any apparent

changes that are observed could be the result of
such a cohort effect.

Interpreting Observed Changes

in Mortality

If we find a difference in mortality over time or
between populations—either an increase or a
decrease—it may be artifactual or real. If it is an
artifact, the artifact could result from problems
with either the numerator or the denominator
(Table 4-16). However, if we conclude that the
change is real, what could be the possible explana-
tion? Some possibilities are seen in Table 4-17.

OTHER MEASURES OF THE IMPACT
OF DISEASE

Quality of Life

Most diseases have a major impact on the afflicted
individuals above and beyond mortality. Diseases
that may not be lethal may be associated with con-
siderable physical and emotional suffering resulting
from disability associated with the illness. It is
therefore important to consider the total impact of
a disease as measured by its effect on a person’s
quality of life, even though such measures are not,
in fact, measures of disease occurrence. For example,
it is possible to examine the extent to which patients
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TABLE 4-14. Age-specific Death Rates per 100,000 from Tuberculosis (All Forms), Males,
Massachusetts, 1880-1930
YEAR

Age (yr) 1880 1890 1900 1910 1920 1930
0-4 760 578 309 309 108 41
5-9 43 49 31 21 24 11
10-19 126 115 920 63 49 21
20-29 444 361 288 207 149 81
30-39 378 368 296 253 164 115
40-49 364 336 253 253 175 118
50-59 366 325 267 252 171 127
60—69 475 346 304 246 172 95
70+ 672 396 343 163 127 95
Data from Frost WH: The age selection for mortality from tuberculosis in successive decades. ] Hyg 30:91-96, 1939.

Unipolar depressive disorders —

Figure 4-25. Leading causes of
disease burden for women aged 1544
years, high-income countries, and low-
and middle-income countries, 2004.
(From The Global Burden of Disease:
2004 Update. Geneva, World Health
Organization, 2004.)
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Migraine

Chronic obstructive pulmonary disease (COPD)

with arthritis are compromised by the illness in
carrying out activities of daily living. Although con-
siderable controversy exists about which quality-of-
life measures are most appropriate and valid, there
is general agreement that such measures can be rea-
sonably used to plan short-term treatment pro-
grams for groups of patients. Such patients can be
evaluated over a period of months to determine the
effects of the treatment on their self-reported
quality of life. Quality-of-life measures have also
been used for establishing priorities for scarce
health care resources. Although prioritizing health
care resources is often primarily based on mortality
data, quality of life must also be taken into account
for this purpose, because many diseases are chronic
and non-life-threatening but may be associated
with many years of disability. Patients may place

Alcohol use disorders

0 0 15 20

5
DALYs per 1,000 women aged 15-44 years

different weights on different quality-of-life mea-
sures depending on differences in their occupations
and other activities, personalities, cultural back-
grounds, education, and moral and ethical values.
As a result, measuring quality of life and developing
valid indices that are useful for obtaining compara-
tive data in different patients and in different popu-
lations remain major challenges.

Projecting the Future Burden of Disease

An interesting and valuable use of current data to
predict the future impact of disease was a compre-
hensive assessment of current mortality and dis-
ability from diseases, injuries, and risk factors for
all regions of the world in 1990, which was pro-
jected to the year 2020. The study, entitled the
Global Burden of Disease, attempted to quantify
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TABLE 4-15. Age-specific Death Rates per 100,000 from Tuberculosis (All Forms), Males,

Massachusetts, 1880-1930

YEAR

Age (yr) 1880 1890 1900 1910 1920 1930
04 760 578 309 309 108 41
5-9 49 31 21 24 11
10-19 126 m 90 63 49 21
20-29 444 361 207 149 81
30-39 378 368 296 164 115
40-49 364 336 253 253 118
50-59 366 325 267 252 171
60-69 475 346 304 246 172 95
70+ 672 396 343 163 127 95
Data from Frost WH: The age selection for mortality from tuberculosis in successive decades. ] Hyg 30:91-96, 1939.

not only deaths but also the impact of premature
death and disability on a population and to combine
these into a single index to express the overall
“burden of disease.”® The index that was developed
for this study is the Disability-Adjusted Life Year
(DALY), which is the years of life lost to premature
death and years lived with a disability of specified

severity and duration. Thus, a DALY is 1 lost year
of healthy life.

The results showed that 5 of the 10 leading
causes of disability in 1990 were psychiatric con-
ditions; psychiatric and neurologic conditions
accounted for 28% of all years lived with disability
of known severity and duration, compared with

1.4% of all deaths and 1.1% of years of life lost.
Figure 4-25 shows the 10 leading causes of disease
burden in girls and women ages 15 to 44 years in
both high-income and low- and middle-income
countries in 2004.” Again, the importance of non-
communicable diseases, such as mental conditions
and injuries, is dramatically evident.

In 2004 the disease burden was not equitably
distributed. As seen in Table 4-18, the top 10 causes
of disease burden were responsible for 37.3% of all
DALYs. Five of the top 10 causes primarily affect
children younger than 5 years of age. Three of the
top 10 (unipolar major depression, ischemic heart
disease, and cerebrovascular disease) are chronic
conditions. This table shows the value of using a
measure such as DALYs to assess the burden of
disease, a measure that is not limited to either mor-
bidity or mortality, but is weighted by both.

With the aging of the population worldwide,
an “epidemiologic transition” is taking place so
that, by 2020, noncommunicable diseases are likely
to account for 70% of all deaths in developing
countries, compared with less than half of deaths
today. As projected in Figure 4-26, by 2020, the
disease burden due to communicable diseases,
maternal and perinatal conditions, and nutritional
deficiencies (group 1) is expected to decrease

TABLE 4-16. Possible Explanations of Trends
or Differences in Mortality:
I. Artifactual
1. Numerator Errors in diagnosis
Errors in age
Changes in coding rules
Changes in classification
Errors in counting population
Errors in classifying by
demographic characteristics
(e.g., age, race, sex)
Differences in percentages of
populations at risk

2. Denominator

TABLE 4-17. Possible Explanations of Trends
or Differences in Mortality:
Il. Real

Change in survivorship without change in incidence
Change in incidence

Change in age composition of the population(s)

A combination of the above factors
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TABLE 4-18. Leading Causes of Burden of Disease (DALYs), Countries Grouped by
Income, 2004

Rank Disease or Injury DALYs (millions) Percent of Total DALYs
1 Lower respiratory infections 94.5 6.2
2 Diarrheal diseases 72.8 4.8
3 Unipolar depressive disorders 65.5 4.3
4 Ischemic heart disease 62.6 4.1
5 HIV/AIDS 58.5 3.8
6 Cerebrovascular disease 46.6 3.1
7 Prematurity and low birth weight 443 2.9
8 Birth asphyxia and birth trauma 41.7 2.7
9 Road traffic accidents 41.2 2.7

10 Neonatal infections and other 40.4 2.7

From The Global Burden of Disease: 2004 Update. Geneva, World Health Organization, 2004.

1990 2020

Communicable
17.6%

Communicable
41.9%

Injuries
10.7%

Injuries
13.5%

Noncommunicable
47.4%

Group Il
A

Noncommunicable
68.7%

Figure 4-26. The “epidemiologic transition”: Distribution of deaths from communicable and noncommunicable causes in devel-
oping countries, 1990 and projected into 2020. (From Murray CJL, Lopez AD: The Global Burden of Disease: A Comprehensive
Assessment of Mortality and Disability from Diseases, Injuries, and Risk Factors in 1990 and Projected to 2020. Cambridge, Harvard
University Press on behalf of the World Health Organization and the World Bank, 1996.)

dramatically. The burden due to noncommunicable
diseases (group II) is expected to increase sharply,
as will the burden from injuries (group III). Also
by 2020, the burden of disease attributable to
tobacco is expected to exceed that caused by any
single disease—clearly a strong call for public
health action. Although there is no universal agree-
ment on the methodology or applicability of a
single measure of disease burden such as the DALY,
this study is an excellent demonstration of an
attempt at worldwide surveillance designed to
develop such a measure to permit valid regional
comparisons and future projections so that appro-
priate interventions can be developed.

CONCLUSION

Chapters 3 and 4 have reviewed important
approaches to quantitatively measuring and

expressing human morbidity and mortality. The
concepts reviewed in these chapters may at first
seem overwhelming (Fig. 4-27) but, as we shall
see in later chapters, they are critical to under-
standing how epidemiology helps us to elucidate
the measurement of disease risk, the determination
of disease causation, and evaluation of the
effectiveness of intervening to modify the disease
process.

In the next chapter (Chapter 5) we will turn to
questions about the numerators of morbidity rates:
How do we identify those people who have a disease
and distinguish them from those who do not, and
how do we evaluate the quality of the diagnostic
and screening tests that are used to separate these
individuals and populations? These questions are
addressed in Chapter 5. A discussion of the use of
screening tests in public health programs is pre-
sented in Chapter 18.
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REVIEW QUESTIONS FOR CHAPTER 4

Questions 1 and 2 are based on the information
given below:

In an Asian country with a population of 6
million people, 60,000 deaths occurred during the
year ending December 31, 2010. These included

3. Age-adjusted death rates are used to:
a. Correct death rates for errors in the state-
ment of age
b. Determine the actual number of deaths
that occurred in specific age groups in a

30,000 deaths from cholera in 100,000 people who population
were sick with cholera. c. Correct death rates for missing age
information

1. What was the cause-specific mortality rate from d. Compare deaths in persons of the same age
cholera in 2010? group
e. Eliminate the effects of differences in the age
2. What was the case-fatality from cholera in distributions of populations in comparing
2010? death rates



4. The mortality rate from disease X in city A is

75/100,000 in persons 65 to 69 years old. The

mortality rate from the same disease in city B

is 150/100,000 in persons 65 to 69 years old.

The inference that disease X is two times more

prevalent in persons 65 to 69 years old in city

B than it is in persons 65 to 69 years old in

city A is:

a. Correct

b. Incorrect, because of failure to distinguish
between prevalence and mortality

c. Incorrect, because of failure to adjust for dif-
ferences in age distributions

d. Incorrect, because of failure to distinguish
between period and point prevalence

e. Incorrect, because a proportion is used when
a rate is required to support the inference

. The incidence rate of a disease is five times
greater in women than in men, but the preva-
lence rates show no sex difference. The best
explanation is that:

a. The crude all-cause mortality rate is greater
in women

b. The case-fatality from this disease is greater
in women

c. The case-fatality from this disease is lower
in women

d. The duration of this disease is shorter in
men

e. Risk factors for the disease are more common
in women

. For a disease such as pancreatic cancer, which

is highly fatal and of short duration:

a. Incidence rates and mortality rates will be
similar

b. Mortality rates will be much higher than
incidence rates

c. Incidence rates will be much higher than
mortality rates

d. Incidence rates will be unrelated to mortality
rates

e. None of the above

. In 1990, there were 4,500 deaths due to lung
diseases in miners aged 20 to 64 years. The
expected number of deaths in this occupational
group, based on age-specific death rates from
lung diseases in all males aged 20 to 64 years,
was 1,800 during 1990. What was the standard-
ized mortality ratio (SMR) for lung diseases in
miners?

1 section1 THEEPIDEMIOLOGIC APPROACH TO DISEASE AND INTERVENTION

Question 8 is based on the information given
below:

Annual Cancer Deaths in White Male
Workers in Two Industries

INDUSTRY A INDUSTRY B

% of All % of All
No.of Cancer No.of Cancer
Cancer Site Deaths Deaths Deaths Deaths

Respiratory 180 33 248 45
system

Digestive 160 29 160 29
system

Genitourinary 80 15 82 15

All other sites 130 23 60 11

Totals 550 100 550 100

Based on the preceding information, it was con-
cluded that workers in industry B are at higher risk
of death from respiratory system cancer than
workers in industry A. (Assume that the age distri-
butions of the workers in the two industries are
nearly identical.)

8. Which of the following statements is true?

a. The conclusion reached is correct

b. The conclusion reached may be incorrect
because proportionate mortality rates were
used when age-specific mortality rates were
needed

c. The conclusion reached may be incorrect
because there was no comparison group

d. The conclusion reached may be incorrect
because proportionate mortality was used
when cause-specific mortality rates were
needed

e. None of the above

9. A program manager from an international
health funding agency needs to identify regions
that would benefit from an intervention aimed
at reducing premature disability. The program
manager asks a health care consultant to develop
a proposal using an index that would help her
make this decision. Which of the following
would best serve this purpose?

a. Case-fatality

b. Crude mortality rate

c. Disability-adjusted life-years
d. Standardized mortality ratio
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10. The following are standardized mortality ratios
(SMRs) for lung cancer in England:

Questions 11 and 12 are based on the information
given below:

STANDARDIZED
MORTALITY RATIOS
Occupation 1949-1960 1968-1979
Carpenters 209 135
Bricklayers 142 118

Based on these SMRs alone, it is possible to con-
clude that:

a. The number of deaths from lung cancer in
carpenters in 1949-1960 was greater than
the number of deaths from lung cancer in
bricklayers during the same period

b. The proportionate mortality from lung
cancer in bricklayers in 1949-1960 was
greater than the proportionate mortality
from lung cancer in the same occupational
group in 1968-1979

c. The age-adjusted rate of death from lung
cancer in bricklayers was greater in 1949—
1960 than it was in 1968-1979

d. The rate of death from lung cancer in car-
penters in 1968—1979 was greater than would
have been expected for a group of men of
similar ages in all occupations

e. The proportionate mortality rate from lung
cancer in carpenters in 1968-1979 was 1.35
times greater than would have been expected
for a group of men of similar ages in all
occupations

Numbers of People and Deaths from
Disease Z by Age Group in Communities
XandY

COMMUNITY X COMMUNITY'Y
No. of No. of
Deaths Deaths
Age No. of from No. of from
Group People DiseaseZ People DiseaseZ
Young 8,000 69 5,000 48
old 11,000 115 3,000 60

Calculate the age-adjusted death rate for disease Z
in communities X and Y by the direct method,
using the total of both communities as the standard
population.

11. The age-adjusted death rate from disease Z for
community X is:

12. The proportionate mortality from disease Z for
community Y is:

9.6/1,000

. 13.5/1,000

20.0/1,000

. 10.8/1,000

None of the above

oo g




Chapter 5

Assessing the Validity and Reliability
of Diagnostic and Screening Tests

A normal individual is a person who has not been sufficiently examined.

—Anonymous

Learning Objectives

B To define the validity and reliability of
screening and diagnostic tests.

B To compare measures of validity, including
sensitivity and specificity.

B To illustrate the use of multiple tests
(sequential and simultaneous testing).

B To introduce positive and negative predictive
value.

B To compare measures of reliability, including
percent agreement and kappa.

To understand how a disease is transmitted and
develops and to provide appropriate and effective
health care, it is necessary to distinguish between
people in the population who have the disease and
those who do not. This is an important challenge,
both in the clinical arena, where patient care is the
issue, and in the public health arena, where second-
ary prevention programs that involve early disease
detection and intervention are being considered
and where etiologic studies are being conducted to
provide a basis for primary prevention. Thus, the
quality of screening and diagnostic tests is a critical
issue. Regardless of whether the test is a physical
examination, a chest X-ray, an electrocardiogram,
or a blood or urine assay, the same issue arises: How
good is the test in separating populations of people
with and without the disease in question? This
chapter addresses the question of how we assess the
quality of newly available screening and diagnostic
tests to make reasonable decisions about their use
and interpretation.

88

BIOLOGIC VARIATION OF HUMAN
POPULATIONS

In using a test to distinguish between individuals
with normal and abnormal results, it is important
to understand how characteristics are distributed in
human populations.

Figure 5-1 shows the distribution of tuberculin
test results in a population. The size of the indura-
tion (diameter of the area of hardness at the site of
the injection in millimeters) is shown on the hori-
zontal axis and the number of individuals is indi-
cated on the vertical axis. A large group centers on
the value of 0 mm—no induration—and another
group centers near 20 mm of induration. This type
of distribution, in which there are two peaks, is
called a bimodal curve. The bimodal distribution
permits the separation of individuals who had no
prior experience with tuberculosis (people with no
induration, seen on the left) from those who had
prior experience with tuberculosis (those with about
20 mm of induration, seen on the right). Although
some individuals fall into the “gray zone” in the
center, and may belong to either curve, most of the
population can be easily distinguished using the two
curves. Thus, when a characteristic has a bimodal
distribution, it is relatively easy to separate most of
the population into two groups (for example, ill and
not ill, having a certain condition or abnormality
and not having that condition or abnormality).

In general, however, most human characteristics
are not distributed bimodally. Figure 5-2 shows
the distribution of systolic blood pressures in a
group of men. In this figure there is no bimodal
curve; what we see is a unimodal curve—a single
peak. Therefore, if we want to separate those in
the group who are hypertensive from those who
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Figure 5-1.

Distribution of tuberculin reactions. (Adapted from Edwards LB, Palmer CE, Magnus K: BCG Vaccination: Studies by

the WHO Tuberculosis Research Office, Copenhagen. WHO Monograph No. 12. Geneva, WHO, 1953.)
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Figure 5-2. Distribution of systolic blood pressure for men screened for the Multiple Risk Factor Intervention Trial. (Data from
Stamler J, Stamler R, Neaton JD: Blood pressure, systolic and diastolic, and cardiovascular risks: U.S. population data. Arch Intern

Med 153:598-615, 1993.)

are not hypertensive, a cutoff level of blood pres-
sure must be set above which people are designated
hypertensive and below which they are designated
normotensive. No obvious level of blood pressure
distinguishes normotensive from hypertensive
individuals. Although we could choose a cutoff
for hypertension based on statistical consider-
ations, we would ideally like to choose a cutoff
on the basis of biologic information; that is, we
would want to know that a pressure above the
chosen cutoff level is associated with increased risk
of subsequent disease, such as stroke, myocardial
infarction, or subsequent mortality. Unfortunately,

for many human characteristics, we do not have
such information to serve as a guide in setting this
level.

In either distribution—unimodal or bimodal—
it is relatively easy to distinguish between the
extreme values of abnormal and normal. With
either type of curve, however, uncertainty remains
about cases that fall into the gray zone.

VALIDITY OF SCREENING TESTS

The validity of a test is defined as its ability to dis-
tinguish between who has a disease and who does
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TABLE 5-1. Calculation of the Sensitivity and Specificity of Screening Examinations
Example: Assume a population of 1,000 people, of whom 100 have the disease and 900 do not have the disease.
A screening test is used to identify the 100 people who have the disease.
TRUE CHARACTERISTICS
IN THE POPULATION
Results of Have Do Not Have
Screening the Disease the Disease Totals
Positive 80 100 180
Negative 20 800 820
Totals 100 900 1,000
Sensitivity:  Specificity:
80 =80% 800 =89%
100 900

not. Validity has two components: sensitivity and
specificity. The sensitivity of the test is defined as
the ability of the test to identify correctly those who
have the disease. The specificity of the test is defined
as the ability of the test to identify correctly those
who do not have the disease.

Tests with Dichotomous Results (Positive
or Negative)

Suppose we have a hypothetical population of 1,000
people, of whom 100 have a certain disease and 900
do not. A test is available that can yield either posi-
tive or negative results. We want to use this test to
try to distinguish persons who have the disease
from those who do not. The results obtained by
applying the test to this population of 1,000 people
are shown in Table 5-1.

How good was the test? First, how good was the
test in correctly identifying those who had the
disease? Table 5-1 indicates that of the 100 people
with the disease, 80 were correctly identified as
“positive” by the test, and a positive identification
was missed in 20. Thus, the sensitivity of the test,
which is defined as the proportion of diseased
people who were correctly identified as “positive”
by the test, is 80/100, or 80%.

Second, how good was the test in correctly iden-
tifying those who did not have the disease? Looking
again at Table 5-1, of the 900 people who did not
have the disease, the test correctly identified 800
as “negative.” The specificity of the test, which is
defined as the proportion of nondiseased people
who are correctly identified as “negative” by the test,
is therefore 800/900, or 89%.

Note that to calculate the sensitivity and speci-
ficity of a test, we must know who “really” has the
disease and who does not from a source other than
the test we are using. We are, in fact, comparing our
test results with some “gold standard”—an external
source of “truth” regarding the disease status of each
individual in the population. Sometimes this truth
may be the result of another test that has been in
use, and sometimes it is the result of a more defini-
tive, and often more invasive, test (e.g., cardiac
catheterization or tissue biopsy). However, in real
life, when we use a test to identify diseased and
nondiseased persons in a population, we clearly do
not know who has the disease and who does not.
(If this were already established, testing would be
pointless.) But to quantitatively assess the sensitivity
and specificity of a test, we must have another source
of truth with which to compare the test results.
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TABLE 5-2. Comparison of the Results of a Dichotomous Test with Disease Status

TRUE CHARACTERISTICS IN THE POPULATION

Test Have Do Not Have
Results the Disease the Disease
True Positive (TP): False Positive (FP):
Positive Have the disease Do not have the disease
and test positive but test positive
False Negative (FN): True Negative (TN):
Negative Have the disease Do not have the disease
but test negative and test negative

e TP
Sensitivity =

TP+FN

Specificit ™
ificity =
P Y TN+FP

Table 5-2 compares the results of a dichotomous
test (results either positive or negative) with the
actual disease status. Ideally, we would like all of
the tested subjects to fall into the two cells shown
in the upper left and lower right on the table:
people with the disease who are correctly called
“positive” by the test (true positives) and people
without the disease who are correctly called “nega-
tive” by the test (true negatives). Unfortunately,
such is rarely if ever the case. Some people who
do not have the disease are erroneously called
“positive” by the test (false positives), and some
people with the disease are erroneously called
“negative” (false negatives).

Why are these issues important? When we
conduct a screening program, we often have a large
group of people who screened positive, including
both people who really have the disease (true posi-
tives) and people who do not have the disease (false
positives). The issue of false positives is important
because all people who screened positive are
brought back for more sophisticated and more
expensive tests. Of the several problems that result,

the first is a burden on the health care system.
Another is the anxiety and worry induced in
persons who have been told that they have tested
positive. Considerable evidence indicates that many
people who are labeled “positive” by a screening test
never have that label completely erased, even if the
results of a subsequent evaluation are negative. For
example, children labeled “positive” in a screening
program for heart disease were handled as handi-
capped by parents and school personnel even after
being told that subsequent more definitive tests
were negative. In addition, such individuals may be
limited in regard to employment and insurability
by erroneous interpretation of positive screening
test results, even if subsequent tests fail to substanti-
ate any positive finding.

Why is the problem of false negatives important?
If a person has the disease but is erroneously
informed that the test result is negative, and if the
disease is a serious one for which effective interven-
tion is available, the problem is indeed critical. For
example, if the disease is a type of cancer that is
curable only in its early stages, a false-negative result
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Figure 5-3. A-G, The effects of choosing different cutoff levels to define a positive test result when screening for diabetes using a
continuous marker, blood sugar, in a hypothetical population. (See discussion in the text under the subheading “Tests of Continuous

Variables” below.)

could represent a virtual death sentence. Thus, the
importance of false-negative results depends on the
nature and severity of the disease being screened
for, the effectiveness of available intervention mea-
sures, and whether the effectiveness is greater if the
intervention is administered early in the natural
history of the disease.

Tests of Continuous Variables

So far we have discussed a test with only two pos-
sible results: positive or negative. But we often test
for a continuous variable, such as blood pressure or

blood glucose level, for which there is no “positive”
or “negative” result. A decision must therefore be
made in establishing a cutoff level above which a
test result is considered positive and below which a
result is considered negative. Let us consider the
diagrams shown in Figure 5-3.

Figure 5-3A shows a population of 20 diabetics
and 20 nondiabetics who are being screened using
a blood sugar test whose scale is shown along the
vertical axis from high to low. The diabetics are
represented by blue circles and the nondiabetics by
red circles. We see that although blood sugar levels
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Figure 5-4. A, Distribution of
blood sugar levels in hospital patients
with diabetes and without diabetes.
(The number of people with diabetes
is shown for each specific blood sugar
level in the [upper] distribution for
persons without diabetes. Because of
limited space, the number of people
for each specific level of blood sugar is
not shown in the [lower] distribution
for persons with diabetes.) (Adapted
from Blumberg M: Evaluating health
screening procedures. Operations Res
5:351-360, 1957.)

Figure 5-4. B and C show two dif-
ferent blood sugar cutpoints that were
used in the study to define diabetes.
Data from the graphs are presented to
the right of each graph in a 2 x 2 table.
B, When a blood sugar cutpoint of
>80 mg/dL is used to define diabetes
in this population, sensitivity of the
screening test is 100%, but specificity
is low. C, When a blood sugar cut-
point of 2200 mg/dL is used to define
diabetes in this population, sensitivity
of the screening test is low, but speci-
ficity is 100%. (See explanation in the
text under the subheading “Tests of
Continuous Variables” on p. 92.)
(Adapted from Blumberg M: Eval-
uating health screening procedures.
Operations Res 5:351-360, 1957.)

FN, false negatives; FP, false positives;
TN, true negatives; TP, true positives.



Section 1 THE EPIDEMIOLOGIC APPROACH TO DISEASE AND INTERVENTION

tend to be higher in diabetics than in nondiabetics,
no level clearly separates the two groups; there is
some overlap of diabetics and nondiabetics at every
blood sugar level. Nevertheless, we must select a
cutoff point so that those whose results fall above
the cutoff can be called “positive,” and can be called
back for further testing, and those whose results fall
below that point are called “negative,” and are not
called back for further testing.

Suppose a relatively high cutoff level is chosen
(Fig. 5-3B). Clearly, many of the diabetics will not
be identified as positive; on the other hand, most of
the nondiabetics will be correctly identified as neg-
ative. If these results are distributed on a 2 x 2 table,
the sensitivity of the test using this cutoff level will
be 25% (5/20) and the specificity will be 90%
(18/20).

What if a low cutoff level is chosen (Fig. 5-3C)?
Very few diabetics would be misdiagnosed. What
then is the problem? A large proportion of the non-
diabetics are now identified as positive by the test.
As seen in the 2 X 2 table, the sensitivity is now 85%
(17/20), but the specificity is only 30% (6/20).

The difficulty is that in the real world, no vertical
line separates the diabetics and nondiabetics, and
they are, in fact, mixed together (Fig. 5-3D); in fact,
they are not even distinguishable by red or blue
circles (Fig. 5-3E). So if a high cutoff level is used
(Fig. 5-3F), all those with results below the line will
be assured they do not have the disease and will not
be followed further; if the low cutoff is used (Fig.
5-3G), all those with results above the line will be
brought back for further testing.

Figure 5-4A shows actual data regarding the dis-
tribution of blood sugar levels in diabetics and

DISEASE
+ —

+ a b

(True positives) | (False positives)

TEST

c d

(False negatives) | (True negatives)

Figure 5-5. Diagram showing four possible groups resulting
from screening with a dichotomous test.

nondiabetics. Suppose we were to screen this popu-
lation. If we decide to set the cutoff level so that we
identify all of the diabetics (100% sensitivity), we
could set the level at 80 mg/dL (Fig. 5-4B). The
problem is, however, that in so doing we will also
call many of the nondiabetics positive—that is, the
specificity will be very low. On the other hand, if
we set the level at 200 mg/dL (Fig. 5-4C) so that we
call all the nondiabetics negative (100% specificity),
we now miss many of the true diabetics because the
sensitivity will be very low. Thus, there is a trade-off
between sensitivity and specificity: if we increase
the sensitivity by lowering the cutoff level, we
decrease the specificity; if we increase the specificity
by raising the cutoff level, we decrease the sensitiv-
ity. To quote an unknown sage: “There is no such
thing as a free lunch.”

The dilemma involved in deciding whether to set
a high cutoff or a low cutoff rests in the problem of
the false positives and the false negatives that result
from the testing. It is important to remember that
in screening we end up with groups classified only
on the basis of the results of their screening tests,
either positive or negative. We have no information
regarding their true disease status, which, of course,
is the reason for carrying out the screening. In
effect, the results of the screening test yield not four
groups, as seen in Figure 5-5, but rather two groups:
one group of people who tested positive and one
group who tested negative. Those who tested posi-
tive will be notified of their test result and will be
asked to return for additional examinations. The
other group, who tested negative, will be notified
that their test result was negative and will therefore
not be asked to return for further testing (Fig. 5-6).

DISEASE (+) and (<)

a+b
o (All people with positive tests:
True Positives + False Positives)

TEST

c+d

(All people with negative tests:
False Negatives + True Negatives)

Figure 5-6. Diagram showing the two groups of people
resulting from screening with a dichotomous screening test: all
people with positive test results and all people with negative test
results.



Chapter 5 Assessing the Validity and Reliability of Diagnostic and Screening Tests m

ASSUME A POPULATION OF 10,000 PEOPLE
WITH A DIABETES PREVALENCE OF 5%

TEST 1 (Blood Sugar) DIABETES
Sensitivity = 70% + =

Specificity = 80%
TEST 350 | 1,900 2,250
RESULTS
= 150 | 7,600 7,750
A 500 9,500 10,000

DIABETES
+ -
+ || 350 J1,900] 2,250
TEST
RESULTS
—| 150 |7,600| 7,750
500 9,500 10,000

TEST 2 (e.q., Glucose Tolerance Test)

Sensitivity = 90% DIABETES
Specificity = 90% + =
315 | 190 505
TEST
RESULTS
—| 35 |1,710] 1,745
B [350 1,900 2,250 |

Figure 5-7. A-B, Hypothetical example of a two-stage screening program. A, Findings using Test 1 in a population of 10,000
people. B, Findings using Test 2 in participants who tested positive using Test 1. (See explanation in the text under the subheading

“Sequential (Two-stage) Testing” below.)

The choice of a high or a low cutoff level for
screening therefore depends on the importance we
attach to false positives and false negatives. False
positives are associated with costs—emotional and
financial—as well as with the difficulty of “delabel-
ing” a person who tests positive and is later found
not to have the disease. In addition, false positive
results pose a major burden to the health care
system in that a large group of people need to be
brought back for a retest, when only a few of them
may have the disease. Those with false negative
results, on the other hand, will be told they do not
have the disease and will not be followed, so serious
disease might possibly be missed at an early treat-
able stage. Thus, the choice of cutoff level relates to
the relative importance of false positivity and false
negativity for the disease in question.

USE OF MULTIPLE TESTS

Often several screening tests may be applied in the
same individuals—either sequentially or simulta-
neously. The results of these approaches are
described in this section.

Sequential (Two-stage) Testing

In sequential or two-stage screening, a less ex-
pensive, less invasive, or less uncomfortable test is
generally performed first, and those who screen
positive are recalled for further testing with a more

expensive, more invasive, or more uncomfortable
test, which may have greater sensitivity and speci-
ficity. It is hoped that bringing back for further
testing only those who screen positive will reduce
the problem of false positives.

Consider the hypothetical example in Figure
5-7A, in which a population is screened for diabetes
using a test with a sensitivity of 70% and a specific-
ity of 80%. How are the data shown in this table
obtained? The disease prevalence in this population
is given as 5%, so that in the population of 10,000,
500 persons have the disease. With a sensitivity of
70%, the test will correctly identify 350 of the 500
people who have the disease. With a specificity of
80%, the test will correctly identify as nondiabetic
7,600 of the 9,500 people who are free of diabetes;
however, 1,900 of these 9,500 will have positive
results. Thus a total of 2,250 people will test positive
and will be brought back for a second test. (Remem-
ber that in real life we do not have the vertical
line separating diabetics and nondiabetics, and we
do not know that only 350 of the 2,250 have
diabetes.)

Now those 2,250 people are brought back and
screened using a second test (such as a glucose tol-
erance test), which, for purposes of this example, is
assumed to have a sensitivity of 90% and a specific-
ity of 90%. Figure 5-7B again shows test 1 together
with test 2, which deals only with the 2,250 people
who tested positive in the first screening test



and have been brought back for second-stage
screening.

Since 350 people (of the 2,250) have the disease
and the test has a sensitivity of 90%, 315 of those
350 will be correctly identified as positive. Because
1,900 (of the 2,250) do not have diabetes and the
test specificity is 90%, 1,710 of the 1,900 will be
correctly identified as negative and 190 will be false
positives.

We are now able to calculate the net sensitivity
and the net specificity of using both tests in sequence.
After finishing both tests, 315 people of the total
500 people with diabetes in this population of
10,000 will have been correctly called positive:
315/500 = 63% net sensitivity. Thus, there is a loss
in net sensitivity by using both tests sequentially. To
calculate net specificity, note that 7,600 people of the
9,500 in this population who do not have diabetes
were correctly called negative in the first-stage
screening and were not tested further; an additional
1,710 of those 9,500 nondiabetics were correctly
called negative in the second-stage screening. Thus
a total of 7,600 + 1,710 of the 9,500 nondiabetics
were correctly called negative: 9,310/9,500 = 98%
net specificity. Thus, use of both tests in sequence
has resulted in a gain in net specificity.

Simultaneous Testing

Let us now turn to the use of simultaneous tests.
Let us assume that, in a population of 1,000 people,
the prevalence of a disease is 20%. Therefore, 200
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people have the disease, but we do not know who
they are. In order to identify the 200 people who
have this disease, we screen this population of
1,000 using 2 tests for this disease, test A and
test B, at the same time. Let us assume that the
sensitivity and specificity of the two tests are as
follows:

Test A TestB

Sensitivity = 80%
Specificity = 60%

Sensitivity = 90%
Specificity = 90%

Net Sensitivity Using Two

Simultaneous Tests

The first question we ask is, “What is the net sensi-
tivity using test A and test B simultaneously?” To be
considered positive and therefore included in the
numerator for net sensitivity for two tests used
simultaneously, a person must be identified as posi-
tive by test A, test B, or both tests.

To calculate net sensitivity, let us first consider
the results of screening with test A whose sensitivity
is 80%: of the 200 people who have the disease, 160
test positive (Table 5-3). In Figure 5-8A, the oval
represents the 200 people who have the disease. In
Figure 5-8B the pink circle within the oval repre-
sents the 160 who test positive with test A. These
160 are the true positives using test A.

Consider next the results of screening with test
B whose sensitivity is 90% (Table 5-4). Of the 200

TABLE 5-3. Results of Screening with Test A
POPULATION
Results of P
Screening Disease No Disease
Positive 320
Negative 40 480
Totals 200 800
Sensitivity = 80%  Specificity = 60%

TABLE 5-4. Results of Screening with Test B
POPULATION
Results of P
Screening Disease No Disease
Positive 80
Negative 20 720
Totals 200 800
Sensitivity = 90%  Specificity = 90%
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people who have the disease, 180 test positive by
test B. In Figure 5-8C, the oval again represents the
200 people who have the disease. The blue circle
within the oval represents the 180 who test positive
with test B. These 180 are the true positives using
test B.

In order to calculate the numerator for net sen-
sitivity, we cannot just add the number of persons
who tested positive using test A to those who tested
positive using test B because some people tested
positive on both tests. These people are shown in
lavender by the overlapping area of the two circles,
and we do not want to count them twice (Fig.
5-8D). How do we determine how many people
tested positive on both tests?

Test A has a sensitivity of 80% and thus identifies
as positive 80% of the 200 who have the disease
(160 people). Test B has a sensitivity of 90%. There-
fore, it identifies as positive 90% of the same 160
people who are identified by test A (144 people).
Thus, when tests A and B are used simultaneously,
144 people are identified as positive by both tests
(Fig. 5-8E).

Recall that test A correctly identified 160 people
with the disease as positive. Because 144 of them
were identified by both tests, 160 — 144, or 16
people, were correctly identified only by test A.

Test B correctly identified 180 of the 200 people
with the disease as positive. Because 144 of them
were identified by both tests, 180 — 144, or 36
people, were correctly identified only by test B.

Thus, as seen in Figure 5-8F using tests A and B
simultaneously, the

16+144+36 196
ST o 98%
200 200

net sensitivity =
Net Specificity Using Two
Simultaneous Tests
The next question is, “What is the net specificity
using test A and test B simultaneously?” To be
included in the numerator for net specificity for
two tests used simultaneously, a person must be
identified as negative by both ftests. In order to
calculate the numerator for net specificity, we
therefore need to determine how many people
had negative results on both tests. How do we
do this?

Test A has a specificity of 60% and thus correctly
identifies 60% of the 800 who do not have the
disease (480 people) (Table 5-5). In Figure 5-9A,
the oval represents the 800 people who do not have
the disease. The green circle within the oval in
Figure 5-9B represents the 480 people who test
negative with test A. These are the true negatives
using test A.

Test B has a specificity of 90% and thus identi-
fies as negative 90% of the 800 people who do not
have the disease (720 people) (Table 5-6 and the
yellow circle in Fig. 5-9C). However, to be called
negative in simultaneous tests, only people who
test negative on both tests are considered to have

TABLE 5-5. Results of Screening with Test A
POPULATION
Results of R
Screening Disease No Disease
Positive 160 320
Negative 40 480
Totals 200 800
Sensitivity =80% Specificity = 60%

TABLE 5-6. Results of Screening with Test B

POPULATION
Results of R
Screening Disease No Disease
Positive 180 80
Negative 20

Totals 200 800

Sensitivity =90% Specificity = 90%




THIS OVAL REPRESENTS THE 200 PEOPLE
WHO HAVE THE DISEASE

’

OF THE 200 PEOPLE WHO HAVE THE DISEASE

] section1 THEEPIDEMIOLOGIC APPROACH TO DISEASE AND INTERVENTION

OF THE 200 PEOPLE WHO HAVE THE DISEASE
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16 test positive
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But some of these people have tested positive
on both tests

THUS, THE NET SENSITIVITY USING
BOTH TESTS SIMULTANEQUSLY =
16+ 144+36 196

F 200 = zop ™~ Y%

Figure 5-8. A-F, Net sensitivity: Hypothetical example of simultaneous testing. (See explanation in the text under the subheading

“Net Sensitivity Using Two Simultaneous Tests” on p. 96.)

had negative results (Fig. 5-9D). These people are
shown in light green by the overlapping area of the
two circles. Test B also identifies as negative 90% of
the same 480 people identified as negative by test A
(432 people). Thus, as shown by the overlapping
circles, when tests A and B are used simultane-
ously, 432 people are identified as negative by both
tests (Fig. 5-9E). Thus, when tests A and B are used
simultaneously (Fig. 5-9F), the

e 432
net specificity = 300 =54%

Thus, when two simultaneous tests are used,
there is a net gain in sensitivity (from 80% using
test A and 90% using test B to 98% using both tests
simultaneously). However, there is a net loss in
specificity (net specificity = 54%) compared to
using either test alone (specificity of 60% using test
A and 90% using test B).

Comparison of Simultaneous and
Sequential Testing

In a clinical setting, multiple tests are often used
simultaneously. For example, a patient admitted to
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Figure 5-9. A-F Net specificity: Hypothetical example of simultaneous testing. (See explanation in the text under the subheading

“Net Specificity Using Two Simultaneous Tests” on p. 97.)

a hospital may have an array of tests performed at
the time of admission. When multiple tests are used
simultaneously to detect a specific disease, the indi-
vidual is generally considered to have tested “posi-
tive” if he or she has a positive result on any one or
more of the tests. The individual is considered to
have tested “negative” if he or she tests negative on
all of the tests. The effects of such a testing approach
on sensitivity and specificity differ from those that
result from sequential testing. In sequential testing,
when we retest those who tested positive on the first
test, there is a loss in net sensitivity and a gain in

net specificity. In simultaneous testing, because an
individual who tests positive on any one or multiple
tests is considered positive, there is a gain in net
sensitivity. However, to be considered negative, a
person would have to test negative on all the tests
performed. As a result, there is a loss in net
specificity.

In summary, as we have seen previously, when
two sequential tests are used and those who test
positive by the first test are brought in for the
second test, there is a net loss in sensitivity, but a
net gain in specificity, compared with either test



alone. However, when two simultaneous tests are
used, there is a net gain in sensitivity and a net loss
in specificity, compared with either test alone.

Given these results, the decision to use either
sequential or simultaneous testing often is based
both on the objectives of the testing, including
whether testing is being done for screening or diag-
nostic purposes, and on practical considerations
related to the setting in which the testing is being
done, including the length of hospital stay, costs,
and degree of invasiveness of each of the tests as
well as the extent of third-party insurance coverage.
Figure 5-10 shows a physician dealing with per-
ceived information overload.

PREDICTIVE VALUE OF A TEST

So far, we have asked, “How good is the test at
identifying people with the disease and people
without the disease?” This is an important issue,
particularly in screening free-living populations. In
effect, we are asking, “If we screen a population,
what proportion of people who have the disease
will be correctly identified?” This is clearly an
important public health consideration. In the clini-
cal setting, however, a different question may be
important for the physician: If the test results are
positive in this patient, what is the probability that
this patient has the disease? This is called the posi-
tive predictive value (PPV) of the test. In other
words, what proportion of patients who test
positive actually have the disease in question? To
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“Whoa—way too much information.”

Figure 5-10. “Whoa—way too much information.” A physi-
cian comments on excessive information. (© The New Yorker
Collection 2002. Alex Gregory from cartoonbank.com. All rights
reserved.)

calculate the positive predictive value, we divide the
number of true positives by the total number who
tested positive (true positives + false positives).

Let us return to the example shown in Table
5-1, in which a population of 1,000 persons is
screened. As seen in Table 5-7, a 2 X 2 table shows
the results of a dichotomous screening test in that
population. Of the 1,000 subjects, 180 have a posi-
tive test result; of these 180 subjects, 80 have the
disease. Therefore, the positive predictive value is
80/180, or 44%.

A parallel question can be asked about negative
test results: “If the test result is negative, what is the

TABLE 5-7. Predictive Value of a Test
POPULATION
Results of -

Screening Disease No Disease Totals

o -, . 80
Positive 80 100 180 Positive predictive value = % =44%
; . - 800
Negative 20 800 820 Negative predictive value = a =98%
Totals 100 900 1,000




Chapter 5 Assessing the Validity and Reliability of Diagnostic and Screening Tests m

probability that this patient does not have the
disease?” This is called the negative predictive value
(NPV) of the test. It is calculated by dividing the
number of true negatives by all those who tested
negative (true negatives + false negatives). Looking
again at the example in Table 5-7, 820 people have
a negative test result, and of these, 800 do not have
the disease. Thus, the negative predictive value is
800/820, or 98%.

Every test that a physician performs—history,
physical examination, laboratory tests, X-rays, elec-
trocardiograms, and other procedures—is used to
enhance the physician’s ability to make a correct
diagnosis. What he or she wants to know after
administering a test to a patient is: “Given this posi-
tive test result, what is the likelihood that the patient
has the disease?”

Unlike the sensitivity and specificity of the test,
which can be considered characteristic of the test
being used, the positive predictive value is affected
by two factors: the prevalence of the disease in the
population tested and, when the disease is infre-
quent, the specificity of the test being used. Both of
these relationships are discussed in the following
sections.

Relationship between Positive Predictive
Value and Disease Prevalence

In the discussion of predictive value that follows,
the term predictive value is used to denote the posi-
tive predictive value of the test.

The relationship between predictive value and
disease prevalence can be seen in the example given
in Table 5-8. First, let us direct our attention to the
upper part of the table. Assume that we are using a
test with a sensitivity of 99% and a specificity of

95% in a population of 10,000 people in which the
disease prevalence is 1%. Because the prevalence is
1%, 100 of the 10,000 persons have the disease and
9,900 do not. With a sensitivity of 99%, the test
correctly identifies 99 of the 100 people who have
the disease. With a specificity of 95%, the test cor-
rectly identifies as negative 9,405 of the 9,900 people
who do not have the disease. Thus, in this popula-
tion with a 1% prevalence, 594 people are identified
as positive by the test (99 + 495). However, of these
594 people, 495 (83%) are false positives and the
positive predictive value is therefore 99/594, or only
17%.

Let us now apply the same test—with the same
sensitivity and specificity—to a population with a
higher disease prevalence, 5%, as seen in the lower
part of Table 5-8. Using calculations similar to those
used in the upper part of the table, the positive
predictive value is now 51%. Thus, the higher pre-
valence in the screened population has led to a
marked increase in the positive predictive value
using the same test. Figure 5-11 shows the relation-
ship between disease prevalence and predictive
value. Clearly, most of the gain in predictive value
occurs with increases in prevalence at the lowest
rates of disease prevalence.

Why should we be concerned about the relation-
ship between predictive value and disease preva-
lence? As we have seen, the higher the prevalence,
the higher the predictive value. Therefore, a screen-
ing program is most productive and efficient if it is
directed to a high-risk target population. Screening
a total population for a relatively infrequent disease
can be very wasteful of resources and may yield few
previously undetected cases relative to the amount
of effort involved. However, if a high-risk subset

TABLE 5-8. Relationship of Disease Prevalence to Positive Predictive Value
EXAMPLE: SENSITIVITY = 99%, SPECIFICITY = 95%
Disease Prevalence Test Results Sick Not Sick Totals Positive Predictive Value
1% + 99 495 594 99
- 1 9,405 9,406 a =17%
Totals 100 9,900 10,000
5% + 495 475 970 495
— 5 9,025 9,030 —=51%
Totals 500 9,500 10,000 970
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Figure 5-11. Relationship between disease prevalence and
predictive value in a test with 95% sensitivity and 95% specific-
ity. (From Mausner JS, Kramer S: Mausner and Bahn Epidemiol-
ogy: An Introductory Text. Philadelphia, WB Saunders, 1985,
p 221.)

can be identified and screening can be directed to
this group, the program is likely to be far more
productive. In addition, a high-risk population may
be more motivated to participate in such a screen-
ing program and more likely to take recommended
action if their screening results are positive.

The relationship between predictive value and
disease prevalence also shows that the results of any
test must be interpreted in the context of the preva-
lence of the disease in the population from which
the subject originates. An interesting example is
seen with the measurement of the a-fetoprotein
(AFP) level in amniotic fluid for prenatal diagnosis

Figure 5-12. Amniotic fluid
a-fetoprotein  (AFP) levels in
normal subjects and subjects with
spina bifida. (From Sheffield LJ,
Sackett DL, Goldsmith CH, et al:
A clinical approach to the use of
predictive values in the prenatal
diagnosis of neural tube defects.
Am ] Obstet Gynecol 145:319—
324, 1983.)

FREQUENCY (%)

Normal

of spina bifida. Figure 5-12 shows the distribution
of AFP levels in amniotic fluid in normal pregnan-
cies and in pregnancies in which the fetus has spina
bifida, which is a neural tube defect. Although the
distribution is bimodal, there is a range in which
the curves overlap, and within that range, it may
not always be clear to which curve the mother and
fetus belong. Sheffield and coworkers' reviewed the
literature and constructed artificial populations of
10,000 women screened for amniotic fluid AFP to
identify fetuses with spina bifida. They created two
populations: one at high risk for spina bifida and
the other at normal risk.

Table 5-9 shows the calculations for both high-
risk and low-risk women. Which women are at high
risk for having a child with spina bifida? It is known
that women who have previously had a child with
a neural tube defect are at increased risk because
the defect is known to repeat in siblings. In these
calculations, the positive predictive value is found
to be 82.9%. Which women are at low risk, but
would still have an amniocentesis? These are older
women who are undergoing amniocentesis because
of concern about possible Down syndrome or
some other defect associated with pregnancy at an
advanced maternal age. The risk of spina bifida,
however, is not related to maternal age, so these
women are not at increased risk for having a child
with spina bifida. The calculation shows that, using
the same test for AFP as was used for the high-risk
women, the positive predictive value of the test is
only 41.7%, considerably less than it was in a high-
risk group.

Thus, we see that the same test can have a very
different predictive value when it is administered to
a high-risk (high prevalence) population or to a
low-risk (low prevalence) population. This has

Spina bifida

AMNIOTIC FLUID AFP LEVEL
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TABLE 5-9. Calculations of Predictive Values for Neural Tube Defects (NTD)* for o-Fetoprotein
(AFP) Test in High- and Low-Risk Women

PREGNANCY OUTCOME

AFP Test NTD Normal Totals Predictive Value (%)
High-risk women Abnormal 87 18 105 82.9

Normal 13 9,882 9,895 99.9

Totals 100 9,900 10,000
Low-risk women Abnormal 128 179 307 41.7

Normal 19 99,674 99,693 99.98

Totals 147 99,853 100,000

*Spina bifida or encephalocele.

From Sheffield L], Sackett DL, Goldsmith CH, et al: A clinical approach to the use of predictive values in the prenatal diagnosis
of neural tube defects. Am J Obstet Gynecol 145:319-324, 1983.

clear clinical implications: A woman may make a
decision to terminate a pregnancy and a physician
may formulate advice to such a woman on the basis
of the test results. However, the same test result may
be interpreted differently, depending on whether
the woman comes from a pool of high-risk or low-
risk women, which will be reflected in the positive
predictive value of the test. Consequently, by itself,
the test result may not be sufficient to serve as a
guide without taking into account the other con-
siderations just described.

The following true examples highlight the
importance of this issue:

The head of a firefighters’ union consulted a uni-
versity cardiologist because the fire department
physician had read an article in a leading medical
journal reporting that a certain electrocardio-
graphic finding was highly predictive of serious,
generally unrecognized, coronary heart disease. On
the basis of this article, the fire department physi-
cian was disqualifying many young, able-bodied
firefighters from active duty. The cardiologist read
the paper and found that the study had been carried
out in hospitalized patients.

What was the problem? Because hospitalized
patients have a much higher prevalence of heart
disease than does a group of young firefighters, the
fire department physician had erroneously taken
the high predictive value obtained in studying a
high-prevalence population and inappropriately
applied it to a low-prevalence population of healthy

firefighters, in whom the same test would actually
have a much lower predictive value.
Another example:

A physician visited his general internist for a
regular annual medical examination, which
included a stool examination for occult blood. One
of the three stool specimens examined in the test
was positive. The internist told his physician-
patient that the result was of no significance
because he regularly encountered many false-
positive test results in his busy practice. The test
was repeated on three new stool specimens, and all
three of the new specimens were now negative.
Nevertheless, sensing his patient’s lingering con-
cerns, the internist referred his physician-patient
to a gastroenterologist. The gastroenterologist said,
“In my experience, the positive stool finding is
serious. Such a finding is almost always associated
with pathologic gastrointestinal disorders. The
subsequent negative test results mean nothing,
because you could have a tumor that only bleeds
intermittently.”

Who was correct in this episode? The answer is
that both the general internist and the gastroenter-
ologist were correct. The internist gave his assess-
ment of predictive value based on his experience in
his general medical practice—a population with a
low prevalence of serious gastrointestinal disease.
On the other hand, the gastroenterologist gave
his assessment of the predictive value of the test
based on his experience in his referral practice—a
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practice in which most patients are referred because
of a likelihood of serious gastrointestinal illness—a
high-prevalence population.

Relationship between Positive Predictive
Value and Specificity of the Test

In the discussion that follows, the term predictive
value is used to denote the positive predictive value
of the test.

A second factor that affects the predictive value
of a test is the specificity of the test. Examples of this
are shown first in graphical form and then in
tabular form. Figure 5-13A—D diagrams the results
of screening a population; however, the 2 X 2 tables
in these figures differ from those shown in earlier
figures. Each cell is drawn with its size proportional
to the population it represents. In each figure the
cells that represent persons who tested positive are
shaded blue; these are the cells that will be used in
calculating the positive predictive value.

Figure 5-13A presents the baseline screened
population that is used in our discussion: a popula-
tion of 1,000 people in whom the prevalence is

Prevalence = 50%

Sensitivity = 50%

Specificity = 50%
DISEASE

=250 _ 50
+ - PPV =551 = 50%

4| 250 250 500

TEST

=1 250 250 500

1
A 500 500 ,000
Prevalence = 20%
Sensitivity =90%
DISEASE Sl:~e<:iﬁc1it§r0 =50%
+ = PPV = 580 - 31%
400 580
+
TEST 150
400 420
= 120

C 200 800 1,000

50%; thus, 500 people have the disease and 500 do
not. In analyzing this figure, we also assume that the
screening test that was used has a sensitivity of 50%
and a specificity of 50%. Because 500 people tested
positive, and 250 of these have the disease, the pre-
dictive value is 250/500, or 50%.

Fortunately, the prevalence of most diseases is
much lower than 50%; we are generally dealing
with relatively infrequent diseases. Therefore,
Figure 5-13B assumes a lower prevalence of 20%
(although even this would be an unusually high
prevalence for most diseases). Both the sensitivity
and the specificity remain at 50%. Now only 200 of
the 1,000 people have the disease, and the vertical
line separating diseased from nondiseased persons
is shifted to the left. The predictive value is now
calculated as 100/500, or 20%.

Given that we are screening a population with
the lower prevalence rate, can we improve the pre-
dictive value? What would be the effect on predic-
tive value if we increased the sensitivity of the test?
Figure 5-13C shows the results when we leave the
prevalence at 20% and the specificity at 50% but

Prevalence = 20%
Sensitivity = 50%
Specificity = 50%

DISEASE
100
+ = PPV =—55 =20%
+[100; 400 500
TEST
=|100{ 400 500
200 800 1,000

Prevalence = 20%
Sensitivity = 50%
Specificity =90%

4 DISEASE PPV = % = 56%
B 80 180
TEST 720 820
= 100
D 200 800 1,000

Figure 5-13. A-D, Relationship of specificity to positive predictive value (PPV). (See explanation in the text under the subheading
“Relationship between Positive Predictive Value and Specificity of the Test” above.)
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increase the sensitivity to 90%. The predictive value
is now 180/580, or 31%, a modest increase.

What if, instead of increasing the sensitivity of
the test, we increase its specificity? Figure 5-13D
shows the results when prevalence remains 20%
and sensitivity remains 50%, but specificity is
increased to 90%. The predictive value is now
100/180, or 56%. Thus, an increase in specificity
resulted in a much greater increase in predictive
value than did the same increase in sensitivity.

Why does specificity have a greater effect than
sensitivity on predictive value? The answer becomes
clear by examining these figures. Because we are
dealing with infrequent diseases, most of the
population falls to the right of the vertical line.
Consequently, any change to the right of the
vertical line affects a greater number of people
than would a comparable change to the left of
the line. Thus, a change in specificity has a greater
effect on predictive value than does a comparable
change in sensitivity. If we were dealing with a
high-prevalence disease, the situation would be
different.

The effect of changes in specificity on predictive
value is also seen in Table 5-10 in a form similar to
that used in Table 5-8. As seen in this example, even
with 100% sensitivity, a change in specificity from
70% to 95% has a dramatic effect on the positive
predictive value.

RELIABILITY (REPEATABILITY) OF TESTS

Let us consider another aspect of assessing diagnos-
tic and screening tests—the question of whether a
testis reliable or repeatable. Can the results obtained
be replicated if the test is repeated? Clearly, regard-
less of the sensitivity and specificity of a test, if the

test results cannot be reproduced, the value and
usefulness of the test are minimal. The rest of this
chapter focuses on the reliability or repeatability of
diagnostic and screening tests. The factors that con-
tribute to the variation between test results are dis-
cussed first: intrasubject variation (variation within
individual subjects), intraobserver variation (varia-
tion in the reading of test results by the same
reader), and interobserver variation (variation
between those reading the test results).

Intrasubject Variation

The values obtained in measuring many human
characteristics often vary over time, even during a
short period. Table 5-11 shows changes in blood
pressure readings over a 24-hour period in three
individuals. Variability over time is considerable.
This, as well as the conditions under which certain
tests are conducted (e.g., postprandially or postex-
ercise, at home or in a physician’s office), clearly can
lead to different results in the same individual.
Therefore, in evaluating any test result, it is impor-
tant to consider the conditions under which the test
was performed, including the time of day.

Intraobserver Variation

Sometimes variation occurs between two or more
readings of the same test results made by the same
observer. For example, a radiologist who reads the
same group of X-rays at two different times may
read one or more of the X-rays differently the
second time. Tests and examinations differ in the
degree to which subjective factors enter into the
observer’s conclusions, and the greater the sub-
jective element in the reading, the greater the
intraobserver variation in readings is likely to be
(Fig. 5-14).

TABLE 5-10. Relationship of Specificity to Positive Predictive Value
EXAMPLE: PREVALENCE = 10%, SENSITIVITY = 100%
Specificity Test Results Sick Not Sick Totals Predictive Value
70% + 1,000 2,700 3,700 1.000
- 0 6,300 6,300 ~—=27%
Totals 1,000 9,000 10,000 3,700
0,
95% + 1,000 450 1,450 1,000
- 0 8,550 8,550 —=69%
Totals 1,000 9,000 10,000 1,450
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Blood Pressure (mm Hg)

TABLE 5-11. Examples Showing Variation in Blood Pressure Readings during a 24-Hour Period

Female Aged 27 yrs

Female Aged 62 yrs Male Aged 33 yrs

Basal 110/70
Lowest hour 86/47
Highest hour 126/79
Casual 108/64

132/82 152/109
102/61 123/ 78
172/94 153/107
155/93 157/109

26:445, 1964.

From Richardson DW, Honour AJ, Fenton GW, et al: Variation in arterial pressure throughout the day and night. Clin Sci

“This is a second opinion. At first, I thought you had something else.”

Figure 5-14. “This is a second opinion. At first, I thought
you had something else.” One view of a second opinion. (© The
New Yorker Collection 1995. Leo Cullum from cartoonbank.
com. All rights reserved.)

Interobserver Variation

Another important consideration is variation
between observers. Two examiners often do not
derive the same result. The extent to which observ-
ers agree or disagree is an important issue, whether
we are considering physical examinations, labora-
tory tests, or other means of assessing human

characteristics. We therefore need to be able to
express the extent of agreement in quantitative
terms.

Percent Agreement

Table 5-12 shows a schema for examining variation
between observers. Two observers were instructed
to categorize each test result into one of the follow-
ing four categories: abnormal, suspect, doubtful,
and normal. This diagram might refer, for example,
to readings performed by two radiologists. In this
diagram, the readings of observer 1 are cross-
tabulated against those of observer 2. The number
of readings in each cell is denoted by a letter of the
alphabet. Thus, A X-rays were read as abnormal by
both radiologists. C X-rays were read as abnormal
by radiologist 2 and as doubtful by radiologist 1. M
X-rays were read as abnormal by radiologist 1 and
as normal by radiologist 2.

As seen in Table 5-12, to calculate the overall
percent agreement, we add the numbers in all of the
cells in which readings by both radiologists agreed
(A+F+K+P),divide that sum by the total number
of X-rays read, and multiply the result by 100 to
yield a percentage. Figure 5-15A shows the use of
this approach for a test with possible readings of
either “positive” or “negative.”

TABLE 5-12. Observer or Instrument Variation: Percent Agreement

Reading No. 1

Reading No.2 Abnormal Suspect Doubtful Normal

Abnormal + B C D

Suspect E + G H

Doubtful I ] + L

Normal M N (0] E
A+F+K+P

Percent agreement =

100

Total readings x
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In general, most persons who are tested have
negative results. This is shown in Figure 5-15B, in
which the size of each cell is drawn in proportion
to the number of people in that cell. There is likely
to be considerable agreement between the two
observers about these negative, or normal, subjects
(cell d). Therefore, when percent agreement is cal-
culated for all study subjects, its value may be high
only because of the large number of clearly nega-
tive findings (cell d) on which the observers agree.
Thus, the high value may conceal significant dis-
agreement between the observers in identifying
subjects who are considered positive by at least
one observer.

One approach to this problem, seen in Figure
5-15C, is to disregard the subjects who were labeled
negative by both observers (cell d) and to calculate
percent agreement using as a denominator only the
subjects who were labeled abnormal by at least one
observer (cells a, b, and ¢) (Fig. 5-15D).

Thus, in the paired observations in which at least
one of the findings in each pair was positive, the
following equation is applicable:

OBSERVER 1
Positive Negative
OBSERVER 2
Positive a b
Negative c d
Percent = atd % 100
A Agreement a+b+c+d
OBSERVER 1
Positive Negative
OBSERVER 2
Positive a b
Negative | C© d

\

ignore

C

Percent agreement = X100
a+b+c

Kappa Statistic

Percent agreement between two observers is often
of value in assessing the quality of their observa-
tions. The extent to which two observers, such as
two physicians or two nurses, for example, agree
with each other is often an important index of the
quality of the health care being provided. However,
the percent agreement between two observers does
not entirely depend on the quality of their training
and practice. The extent of their agreement is also
significantly influenced by the fact that even if two
observers use completely different criteria to iden-
tify subjects as positive or negative, we would expect
the observers to agree about the observations made,
at least in some of the participants, solely as a func-
tion of chance. What we really want to know is how
much better their level of agreement is than that
which results just from chance. The answer to this
question will presumably tell us, for example, to
what extent did the education and training that the

OBSERVER 1
Positive Negative
OBSERVER 2
Positive a b
Negative c d
a+d
B a+b+c+d
OBSERVER 1
Positive Negative
OBSERVER 2
Positive a b
Negative c d

In the paired observations in which at least one of the
observations in each pair was positive, the percent
agreement is

a

D “avbrc 0

Figure 5-15. A-D, Calculating the percent agreement between two observers. A, Percent agreement when examining paired
observations between observer 1 and observer 2. B, Percent agreement when examining paired observations between observer 1 and
observer 2, considering that cell d (agreement on the negatives) is very high. C, Percent agreement when examining paired observa-

tions between observer 1 and observer 2, ignoring cell d. D, Percent agreement when examining paired observations between observer

1 and observer 2, using only cells a, b, and ¢ for the calculation.
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observers received improve the quality of their
readings so that the percent agreement between
them was increased beyond what we would expect
from chance alone.

This can be shown intuitively in the following
example: You are the director of a radiology depart-
ment that is understaffed one day, and a large
number of chest X-rays remain to be read. To solve
your problem, you go out to the street and ask a few
neighborhood residents, who have no background
in biology or medicine, to read the unread X-rays
and assess them as either positive or negative. The
first person goes through the pile of X-rays, reading
them haphazardly as positive, negative, negative,
positive, and so on. The second person does the
same, in the same way, but completely independent
of the first reader. Given that both readers have no
knowledge, criteria, or standards for reading X-rays,
would any of their readings on a specific X-ray
agree? The answer is clearly yes; they would agree
in some cases, purely by chance alone.

However, if we want to know how well two
observers read X-rays, we might ask, “To what
extent do their readings agree beyond what we
would expect by chance alone?” In other words, to
what extent does the agreement between the two
observers exceed the level of agreement that would
result just from chance? One approach to answering
this question is to calculate the kappa statistic, pro-
posed by Cohen in 1960.° In this section, we will
first discuss the rationale of the kappa statistic and
the questions which the kappa statistic is designed
to answer. This will be followed by a detailed calcu-
lation of the kappa statistic to serve as an example
for intrepid readers. Even if you do not follow
through the detailed calculation presented here, it
is important to be sure that you understand the
rationale of the kappa statistic because it is fre-
quently applied both in clinical medicine and in
public health.

Rationale of the Kappa Statistic. In order to
understand kappa, we ask two questions. First, how
much better is the agreement between the observ-
ers’ readings than would be expected by chance
alone? This can be calculated as the percent agree-
ment observed minus the percent agreement we
would expect by chance alone. This is the numera-
tor of kappa:

(Percent agreement observed)
— (Percent agreement expected by chance alone)

Our second question is, “What is the most that
the two observers could have improved their agree-
ment over the agreement that would be expected by
chance alone?” Clearly, the maximum that they
could agree would be 100% (full agreement—the
two observers agree completely). Therefore, the
most that we could expect them to be able to
improve (the denominator of kappa) would be:

100% — (Percent agreement expected by chance alone)

Kappa expresses the extent to which the observed
agreement exceeds that which would be expected
by chance alone (i.e., percent agreement observed
— percent agreement expected by chance alone)
[numerator] relative to the maximum that the
observers could hope to improve their agreement
(i.e., 100% — percent agreement expected by chance
alone) [denominator].

Thus kappa quantifies the extent to which the
observed agreement that the observers achieved
exceeds that which would be expected by chance
alone, and expresses it as the proportion of the
maximum improvement that could occur beyond
the agreement expected by chance alone. The kappa
statistic can be defined by the equation:

Kappa =
Percent agreement _ Percent agreement
observed expected by chance alone

Percent agreement
0y —
100% (expected by chance alone)

Calculation of the Kappa Statistic—An Example.
To calculate the numerator for kappa, we must first
calculate the amount of agreement that might be
expected on the basis of chance alone. As an
example, let us consider data reported on the his-
tologic classification of lung cancer that focused on
the reproducibility of the decisions of pathologists
in subtyping cases of non—small cell lung carci-
noma.” Figure 5-16A shows data comparing
the findings of two pathologists in subtyping 75
such cases.

The first question is, “What is the observed
agreement between the two pathologists?” Figure
5-16B shows the readings by pathologist A along
the bottom of the table and those of pathologist B
along the right margin. Thus, pathologist A identi-
fied 45 (or 60%) of all of the 75 slides as grade II
and 30 (or 40%) of the slides as grade IIIL
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Grading by Pathologist A
Totals by Totals
Grade Il Grade Il Pathologist B: Grade Il  Grade lIl by B
.79 i Grade Il 41 44 (58.7%
Gr?)dil’l Grade Il 41 3 44(58 /0) Gridy"']g rade , 3 ( o)
y .
Pathologi Pathologist 39
NGO I Gradem | 4 27) |31@13%) g | Gradem / 4 27 |1 4197
Totals by 45 30 75 (100%) TotalsbyA | 45 30 750
Pathologist A: (60%) (40%) (60%) (40%) \
Percent agreement /
e = 2 100 = 90.7% /
—
Grading by Pathologist A
Totals
Grade Il Grade lll by B
Grad|ng Grade Il 26.4 17.6 44 (58.7%)
by
Patholodist | Gradem || 186 | 12.4 NEGES
Totals by A 45 30 75 N\
(60%) (40%) \
|
Percent agreement 26.4 + 12.4

expected =
by chance alone

%100 = 51.7%/

Figure 5-16. A, Histologic classification by subtype of 75 slides of non—-small cell carcinoma, by two pathologists (A and B).
B, Percent agreement by pathologist A and pathologist B. C, Percent agreement by pathologist A and pathologist B expected by chance
alone. (Adapted from Ghandur-Mnaymneh L, Raub WA, Sridhar KS, et al: The accuracy of the histological classification of lung
carcinoma and its reproducibility: A study of 75 archival cases of adenosquamous carcinoma. Cancer Invest 11:641, 1993.)

Pathologist B identified 44 (or 58.7%) of all of the
slides as grade II and 31 (or 41.3%) of the slides as
grade III. As discussed earlier, the percent agree-
ment is calculated by the following equation:

41+27
Percent agreement = s x100=90.7%

That is, the two pathologists agreed on 90.7% of
the readings.

The next question is, “If the two pathologists
had used entirely different sets of criteria, how
much agreement would have been expected solely
on the basis of chance?” Pathologist A read 60%
of all 75 slides (45 slides) as being grade II and
40% (30 slides) as grade IIL If his or her readings
had used criteria independent of those used by
pathologist B (e.g., if pathologist A were to read
60% of any group of slides as grade II), we would
expect that pathologist A would read as grade II

both 60% of the slides that pathologist B had
called grade IT and 60% of the slides that patholo-
gist B had called grade III. Therefore, we would
expect that 60% (26.4) of the 44 slides called
grade II by pathologist B would be called grade
II by pathologist A and that 60% (18.6) of the
31 slides called grade III by pathologist B would
also be called grade II by pathologist A (Fig. 5-16C).
Of the 31 slides called grade III by pathologist
B, 40% (12.4) would also be classified as grade
III by pathologist A.

Thus, the agreement expected by chance alone
would

264 124 388

=——=51.7%
75 75

75
of all slides read.
Having calculated the figures needed for the
numerator and denominator, kappa can now be
calculated as follows:
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Percent Percent agreement
agreement |— expected by
observed chance alone
Kappa =
Percent agreement
100% — expected by

chance alone
90.7%—51.7% _ 39% _
100%—51.7% 48.3%

Landis and Koch* suggested that a kappa greater
than 0.75 represents excellent agreement beyond
chance, a kappa below 0.40 represents poor agree-
ment, and a kappa of 0.40 to 0.75 represents inter-
mediate to good agreement. Testing for the statistical
significance of kappa is described by Fleiss.” Con-
siderable discussion has arisen about the appropri-
ate use of kappa, a subject addressed by MacLure
and Willett.®

RELATIONSHIP BETWEEN VALIDITY
AND RELIABILITY

To conclude this chapter, let us compare validity
and reliability using a graphical presentation.

The horizontal line in Figure 5-17 is a scale of
values for a given variable, such as blood glucose
level, with the true value indicated. The test results
obtained are shown by the curve. The curve is
narrow, indicating that the results are quite reliable
(repeatable); unfortunately, however, they cluster
far from the true value, so they are not valid.
Figure 5-18 shows a curve that is broad and
therefore has low reliability. However, the values
obtained cluster around the true value and,
thus, are valid. Clearly, what we would like to
achieve are results that are both valid and reliable
(Fig. 5-19).

It is important to point out that in Figure 5-18,
in which the distribution of the test results is a
broad curve centered on the true value, we describe
the results as valid. However, the results are valid
only for a group (i.e., they tend to cluster around
the true value). It is important to remember that
what may be valid for a group or a population may
not be so for an individual in a clinical setting.
When the reliability or repeatability of a test is poor,
the validity of the test for a given individual also
may be poor. The distinction between group valid-
ity and individual validity is therefore important to
keep in mind when assessing the quality of diagnos-
tic and screening tests.

CONCLUSION

This chapter has discussed the validity of diagnostic
and screening tests as measured by their sensitivity
and specificity, their predictive value, and the reli-
ability or repeatability of these tests. Clearly, regard-
less of how sensitive and specific a test may be,
if its results cannot be replicated, the test is of
little use. All these characteristics must, therefore,
be borne in mind when evaluating such tests,
together with the purpose for which the test will
be used.

Test
results

t

True value

Figure 5-17. Graph of hypothetical test results that are
reliable, but not valid.

Test
results

t

True value

Figure 5-18. Graph of hypothetical test results that are valid,
but not reliable.

Test
results

t

True value

Figure 5-19. Graph of hypothetical test results that are both
valid and reliable.



Chapter 5 Assessing the Validity and Reliability of Diagnostic and Screening Tests _

Sheffield LJ, Sackett DL, Goldsmith CH, et al: A clinical
approach to the use of predictive values in the prenatal diag-
nosis of neural tube defects. Am J Obstet Gynecol 145:319,
1983.

Cohen J: A coefficient of agreement for nominal scales.
Educ Psychol Meas 20:37, 1960.

Ghandur-Mnaymneh L, Raub WA, Sridhar KS, et al: The
accuracy of the histological classification of lung carcinoma

REFERENCES

and its reproducibility: A study of 75 archival cases of adeno-
squamous carcinoma. Cancer Invest 11:641, 1993.

Landis JR, Koch GG: The measurement of observer agree-
ment for categorical data. Biometrics 33:159, 1977.

Fleiss JL: Statistical Methods for Rates and Proportions,
2nd ed. New York, John Wiley & Sons, 1981.

MacLure M, Willett WC: Misinterpretation and misuse of
the kappa statistic. Am J Epidemiol 126:161, 1987.

Review questions on pages 114—115.



1 section1 THEEPIDEMIOLOGIC APPROACH TO DISEASE AND INTERVENTION

APPENDICES TO CHAPTER 5

The text of Chapter 5 focuses on the logic behind the calculation of sensitivity, specificity,
and predictive value. Appendix 1 summarizes measures of validity for screening tests to
detect the absence or presence of a given disease, the pages in the text where the measures
are first introduced, and the interpretation of each measure. For those who prefer to see
the formulae for each measure, they are provided in the right-hand column of this table;
however, they are not essential for understanding the logic behind the calculation of each
measure.
Appendix 2 summarizes the three steps required to calculate kappa statistic.

Appendix 1 to Chapter 5: Measures of Test Validity and Their Interpretation
Measure of Page
Test Validity Numbers Interpretation Formula
Sensitivity 90 The proportion of those TP
with the. fhsease who TP + TN
K] test positive
1]
Q)
E" Specificity 90 The proportion of those TN
-2 without the disease who TN + FP
b test negative
5
5 Positive 100-101  The proportion of those TP
8 predictive value who test posit?'ve who TP + EP
S do have the disease
E Negative 100-101  The proportion of those
— predictive value who test negative who N
do NOT have the TN +FN
disease
Net sensitivity 95-96 The proportion of those
— @ with the disease who (Sensitivity of Test 1) (Sensitivity of Test 2)
<% test positive on BOTH
E o Test 1 and Test 2
& .5
=) TP .
8 g Net specificity 95-96 The proportion of those Specificity of Test 1 Specificity of Test 1
=g without the disease who 4 3 v
test negative on EITHER
Test 1 or Test 2 Specificity of Test 2 Specificity of Test 2
Net sensitivity 96-97 The proportion of those Sensitivity of Test1 Sensitivity of Test1
3 P with the. fiisease who + — x
8 8 test positive on EITHER Sensitivity of Test 2 Sensitivity of Test 2
% %o Test 1 or Test 2
E § Net specificity 97-98 The proportion of those
S . .
é b :leihzzgtatt};jed;;e;sg"}vll—}o (Specificity of Test 1) x (Specificity of Test 2)
Test 1 and Test 2
Abbreviations: FN, False negatives; FP, false positives; TN, true negatives; TP, true positives.
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Appendix 2 to Chapter 5: The Three Steps Required for Calculating Kappa Statistic (k)

Components Steps

NUMERATOR STEP 1:

How much better is the observed agreement than the Percent Agreement Percent Agreement

agreement expected by chance alone? Observed Expected by Chance Alone

DENOMINATOR STEP 2:

What is the maximum the observers could have 100% Percent Agreement

improved upon the agreement expected by chance o Expected by Chance Alone

alone?

_NUMERATOR __ KAPPA STATISTIC (k) SR

DENOMINATOR Percent Agreement Per]caent Agl:iment

Of the maximum improvement in agreement Observed - }i(pecteAl Y

expected beyond chance alone that could have K= Chance Alone

occurred, what proportion has in fact occurred? 100% — Percent Agreement
Expected by Chance Alone

For a full discussion of kappa and a sample calculation, see pages 107-110.
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REVIEW QUESTIONS FOR CHAPTER 5

Questions 1,2, and 3 are based on the information
given below:

A physical examination was used to screen for
breast cancer in 2,500 women with biopsy-proven
adenocarcinoma of the breast and in 5,000 age- and
race-matched control women. The results of the
physical examination were positive (i.e., a mass was
palpated) in 1,800 cases and in 800 control women,
all of whom showed no evidence of cancer at biopsy.

1. The sensitivity of the physical examination was:

2. The specificity of the physical examination was:

3. The positive predictive value of the physical
examination was:

Question 4 is based on the
information:

A screening test is used in the same way in two
similar populations, but the proportion of false-
positive results among those who test positive in
population A is lower than that among those who

test positive in population B.

following

4. What is the likely explanation for this finding?

a. Itisimpossible to determine what caused the
difference

b. The specificity of the test is lower in popula-
tion A

c. The prevalence of disease is lower in popula-
tion A

d. The prevalence of disease is higher in popu-
lation A

e. The specificity of the test is higher in popula-
tion A

Question 5 is based on the
information:

A physical examination and an audiometric test
were given to 500 persons with suspected hearing
problems, of whom 300 were actually found to have
them. The results of the examinations were as

follows:

following

Physical Examination

HEARING PROBLEMS

Result Present Absent
Positive 240 40
Negative 60 160

Audiometric Test

HEARING PROBLEMS

Result Present Absent
Positive 270 60
Negative 30 140

5. Compared with the physical examination, the
audiometric test is:
a. Equally sensitive and specific
b. Less sensitive and less specific
c. Less sensitive and more specific
d. More sensitive and less specific
e. More sensitive and more specific

Question 6 is based on the
information:

Two pediatricians want to investigate a new lab-
oratory test that identifies streptococcal infections.
Dr. Kidd uses the standard culture test, which has a
sensitivity of 90% and a specificity of 96%. Dr.
Childs uses the new test, which is 96% sensitive and

96% specific.

following

6. If 200 patients undergo culture with both tests,

which of the following is correct?

a. Dr. Kidd will correctly identify more people
with streptococcal infection than Dr. Childs

b. Dr. Kidd will correctly identify fewer people
with streptococcal infection than Dr. Childs

c. Dr. Kidd will correctly identify more people
without streptococcal infection than Dr.
Childs

d. The prevalence of streptococcal infection is
needed to determine which pediatrician will
correctly identify the larger number of
people with the disease
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Questions 7 and 8 are based on the following
information:

A colon cancer screening study is being con-
ducted in Nottingham, England. Individuals 50 to
75 years old will be screened with the Hemoccult
test. In this test, a stool sample is tested for the pres-
ence of blood.

7. The Hemoccult test has a sensitivity of 70% and
a specificity of 75%. If Nottingham has a preva-
lence of 12/1,000 for colon cancer, what is the
positive predictive value of the test?

8.1If the Hemoccult test result is negative, no

further testing is done. If the Hemoccult test

result is positive, the individual will have a

second stool sample tested with the Hemoccult

II test. If this second sample also tests positive

for blood, the individual will be referred for

more extensive evaluation. What is the effect on

net sensitivity and net specificity of this method

of screening?

a. Net sensitivity and net specificity are both
increased

b. Net sensitivity is decreased and net specific-
ity is increased

c. Net sensitivity remains the same and net
specificity is increased

d. Net sensitivity is increased and net specific-
ity is decreased

e. The effect on net sensitivity and net specific-
ity cannot be determined from the data

Questions 9 through 12 are based on the informa-
tion given below:

Two physicians were asked to classify 100 chest
X-rays as abnormal or normal independently. The
comparison of their classification is shown in the
following table:

Classification of Chest X-Rays by
Physician 1 Compared with
Physician 2

Physician 2
Physician 1 Abnormal Normal Total
Abnormal 40 20 60
Normal 10 30 40
Total 50 50 100

9. The simple percent agreement between the two
physicians out of the total is:

10. The percent agreement between the two physi-
cians, excluding the X-rays that both physicians
classified as normal, is:

11. The value of kappa is:

12. This value of kappa represents what level of
agreement?
a. Excellent
b. Intermediate to good
c. Poor



Chapter 6

The Natural History of Disease:
Ways of Expressing Prognosis

Learning Objectives

B To compare five different ways of describing
the natural history of disease: case-fatality,
five-year survival, observed survival, median
survival time, and relative survival.

B To describe two approaches for calculating
observed survival over time: the life table
approach and the Kaplan-Meier method.

B To illustrate the use of life tables for examin-
ing changes in survival.

B To describe how improvements in available
diagnostic methods may affect the estima-
tion of prognosis (stage migration).

At this point, we have learned how diagnostic and
screening tests permit the categorization of sick and
healthy individuals. Once a person is identified as
having a disease, the question arises, “How can we
characterize the natural history of the disease in
quantitative terms?” Such quantification is impor-
tant for several reasons. First, it is necessary to
describe the severity of a disease to establish priori-
ties for clinical services and public health programs.
Second, patients often ask questions about progno-
sis (Fig. 6-1). Third, such quantification is impor-
tant to establish a baseline for natural history, so
that as new treatments become available, the effects
of these treatments can be compared with the
expected outcome without them. Furthermore, if
different types of therapy are available for a given
disease, such as surgical or medical treatments or
two different types of surgical procedures, we want
to be able to compare the effectiveness of the
various types of therapy. Therefore, to allow such
a comparison, we need a quantitative means of
expressing the prognosis in groups receiving differ-
ent treatments.

This chapter describes some of the ways in which
prognosis can be described in quantitative terms for

116

a group of patients. Thus, the natural history of
disease (prognosis) is discussed in this chapter; later
chapters discuss the issue of how to intervene in the
natural history of disease to improve prognosis:
Chapters 7 and 8 discuss how randomized trials are
used to select the most appropriate drug or other
treatment, and Chapter 18 discusses how disease
can be detected at an earlier point than usual in its
natural history to maximize the effectiveness of
treatment.

To discuss prognosis, let us begin with a sche-
matic representation of the natural history of
disease in a patient, as shown in Figure 6-2.

Point A marks the biologic onset of disease.
Often, this point cannot be identified because it
occurs subclinically, perhaps as a subcellular change,
such as an alteration in DNA. At some point in the
progression of the disease process (point P), patho-
logic evidence of disease could be obtained if it
were sought. Subsequently, signs and symptoms of
the disease develop in the patient (point S), and at
some time after that, the patient may seek medical
care (point M). The patient may then receive a diag-
nosis (point D), after which treatment may be given
(point T). The subsequent course of the disease
might result in cure, control of the disease (with or
without disability), or even death.

At what point do we begin to quantify survival
time? Ideally, we might prefer to do so from the onset
of disease. Generally, this is not possible, because
the time of biologic onset in an individual is not
known. If we were to count from the time at which
symptoms begin, we would introduce considerable
subjective variability in measuring length of sur-
vival. In general, in order to standardize the calcula-
tions, duration of survival is counted from the time
of diagnosis. However, even with the use of this
starting point, variability occurs, because patients
differ in the point at which they seek medical care.
In addition, some diseases, such as certain types of
arthritis, are indolent and develop slowly, so that
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“‘How much time do I have, Doc?”

Cruraetts

Figure 6-1. “How much time do I have, Doc?” Concern
about prognosis. (© The New Yorker Collection 2001. Charles
Barsotti from cartoonbank.com. All rights reserved.)

patients may not be able to pinpoint the onset of
symptoms or the point in time at which they sought
medical care. Furthermore, when survival is counted
from the time of diagnosis, any patients who may
have died before a diagnosis was made are excluded
from the count. What effect would this problem
have on our estimates of prognosis?

An important related question is, “How is the
diagnosis made?” Is there a clear pathognomonic
test for the disease in question? Such a test is often
not available. Sometimes a disease may be diag-
nosed by the isolation of an infectious agent, but
because people can be carriers of organisms without
actually being infected, we do not always know that

Preclinical Phase Clinical Phase

the isolated organism is the cause of disease. For
some diseases, we might prefer to make a diagnosis
by tissue confirmation, but there is often variability
in the interpretation of tissue slides by different
pathologists. An additional issue is that in certain
health problems, such as headaches, lower back
pain, and dysmenorrhea, there may not be a specific
tissue diagnosis. Consequently, when we say that
survivorship is measured from the time of diagno-
sis, the time frame is not always clear. These issues
should be kept in mind as we proceed to discuss
different approaches to estimating prognosis.
Prognosis can be expressed either in terms of
deaths from the disease or in terms of survivors
with the disease. Although both approaches are
used in the following discussion, the final endpoint
used for the purposes of our discussion is death.
Because death is inevitable, we are not talking about
dying versus not dying, but rather about extending
the interval until death occurs. Other endpoints
might be used, including the interval from diagno-
sis to recurrence of disease or from diagnosis to
the time of functional impairment, disability, or
changes in the patient’s quality of life, all of which
may be affected by the invasiveness of the available
treatment or the extent to which some of the symp-
toms can be relieved, even if the patient’s life span
cannot be extended. These are all important mea-
sures, but they are not discussed in this chapter.

CASE-FATALITY

The first way to express prognosis is case-fatality,
which was discussed in Chapter 4. Case-fatality is
defined as the number of people who die of a
disease divided by the number of people who have
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Figure 6-2. The natural history of
disease in a patient.
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the disease. Given that a person has the disease,
what is the likelihood that he or she will die of the
disease? Note that the denominator for case-fatality
is the number of people who have the disease. This
differs from a mortality rate, in which the denomi-
nator includes anyone at risk of dying of the
disease—both persons who have the disease and
persons who do not (yet) have the disease, but in
whom it could develop.

Case-fatality does not include any explicit state-
ment of time. However, time is expressed implicitly,
because case-fatality is generally used for acute dis-
eases in which death, if it occurs, occurs relatively
soon after diagnosis. Thus, if the usual natural
history of the disease is known, the term case-
fatality refers to the period after diagnosis during
which death might be expected to occur.

Case-fatality is ideally suited to diseases that
are short-term, acute conditions. In chronic dis-
eases, in which death may occur many years after
diagnosis and the possibility of death from other
causes becomes more likely, case-fatality becomes
a less useful measure. We therefore use different
approaches for expressing prognosis in such
diseases.

PERSON-YEARS

A useful way of expressing mortality is in terms of
the number of deaths divided by the person-years
over which a group is observed. Because individuals
are often observed for different periods of time,
the unit used for counting observation time is the
person-year. (Person-years were previously dis-
cussed in Chapter 3, pp. 42—-45.) The number of
person-years for two people, each of whom is
observed for 5 years, is equal to that of 10 people,
each of whom is observed for 1 year, that is, 10
person-years. The numbers of person-years can
then be added together and the number of events
such as deaths can be calculated per number of
person-years observed.

One problem in using person-years is that each
person-year is assumed to be equivalent to every
other person-year (i.e., the risk is the same in any
person-year observed). However, this may not be
true. Consider the situation in Figure 6-3 showing
two examples of 10 person-years: two people each
observed for 5 years and five people each observed
for 2 years. Are they equivalent?

Suppose the situation is that shown in Figure
6-4, in which the period of greatest risk of dying is

1] section1 THEEPIDEMIOLOGIC APPROACH TO DISEASE AND INTERVENTION

o 1+ 2 3 4 5
——————

YEARS

Figure 6-3. Two examples of 10 person-years: two people,
each observed for 5 years, and five people, each observed for

2 years.

- = period of

greatest risk

2 3 4 5

'YEARS

Figure 6-4. Timing of period of greatest risk is from shortly
after diagnosis until about 20 months after diagnosis.

- = period of

greatest risk

2 3 4 5

'YEARS

Figure 6-5. Two people, each observed for 5 years, and the
relation to the period of greatest risk.

from shortly after diagnosis until about 20 months
after diagnosis. Clearly, most of the person-years
in the first example, that is, two persons observed
for 5 years, will be outside the period of greatest
risk (Fig. 6-5). In contrast, most of the 2-year
intervals of the five persons shown in the second
example will occur during the period of highest risk
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- = period of
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Figure 6-6. Five people, each observed for 2 years, and the
relation to the period of greatest risk.

- = period of

greatest risk
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Figure 6-7. Two examples of 10 person-years in which the
period of greatest risk is from shortly after diagnosis until about
20 months after diagnosis.

(Fig. 6-6). Consequently, when we compare the two
examples (Fig. 6-7), more deaths would be expected
in the example of five persons observed for 2 years
than in the example of two persons observed for 5
years. Despite this issue, person-years are useful as
denominators of rates of events in many situations,
such as randomized trials (see Chapters 7 and 8)
and cohort studies (see Chapter 9).

FIVE-YEAR SURVIVAL

Another measure used to express prognosis is
5-year survival. This term is frequently used in
clinical medicine, particularly in evaluating treat-
ments for cancer.

The 5-year survival is the percentage of patients
who are alive 5 years after treatment begins or 5
years after diagnosis. (Although 5-year survival is
often referred to as a rate, it is actually a propor-
tion.) Despite the widespread use of the 5-year

Biologic Diagnosis
Onset of an
Disease Treatment Death
] |
1 | |
2000 2008 v 2010

SURVIVAL

Figure 6-8. The problem of 5-year survival in a screened
population: I. Situation without screening.

Biologic Diagnosis
Onset of and
Disease Treatment Death

2000 2008 ¥ 2010

Detected SURVIVAL
- . By Screening:
Biologic Diagnosis
Onset of and Death
Disease Treatment I
I | |
2000 2005 SURVIVAL 2010

Figure 6-9. The problem of 5-year survival in a screened
population: II. Earlier disease detection by screening.

interval, it should be pointed out that there is
nothing magical about 5 years. Certainly, no signifi-
cant biologic change occurs abruptly at 5 years in
the natural history of a disease that would justify its
use as an endpoint. However, most deaths from
cancer occur during this period after diagnosis, so
5-year survival has been used as an index of success
in cancer treatment.

One problem with the use of 5-year survival has
become more prominent in recent years with the
advent of screening programs. Let us examine a
hypothetical example: Figure 6-8 shows a timeline
for a woman who had biologic onset of breast
cancer in 2000. Because the disease was subclinical
at that time, she had no symptoms. In 2008, she felt
a lump in her breast which precipitated a visit to
her physician, who made the diagnosis. The patient
then underwent a mastectomy. In 2010, she died of
metastatic cancer. As measured by 5-year survival,
which is often used in oncology as a measure of
whether therapy has been successful, this patient is
not a “success,” because she survived for only 2
years after diagnosis.

Let us now imagine that this woman lived in a
community in which there was an aggressive breast
cancer screening campaign (lower timeline in Fig.
6-9). As before, biologic onset of disease occurred
in 2000, but in 2005, she was identified through
screening as having a very small mass in her breast.



She had surgery in 2005 but died in 2010. Because
she survived for 5 years after diagnosis and therapy,
she would now be identified as a therapeutic success
in terms of 5-year survival. However, this appar-
ently longer survival is an artifact. Death still
occurred in 2010; the patient’s life was not length-
ened by early detection and therapy. What has hap-
pened is that the interval between her diagnosis
(and treatment) and her death was increased
through earlier diagnosis, but there was no delay in
the time of death. (The interval between the earlier
diagnosis in 2005, made possible by screening, and
the later usual time of diagnosis in 2008 is called
the lead time. This concept is discussed in detail in
Chapter 18 in the context of evaluating screening
programs.) It is misleading to conclude that, given
the patient’s 5-year survival, the outcome of the
second scenario is any better than that of the first,
because no change in the natural history of the
disease has occurred, as reflected by the year of
death. Indeed, the only change that has taken place
is that when the diagnosis was made 3 years earlier
(2005 vs. 2008), the patient received medical care
for breast cancer, with all its attendant difficulties,
for an additional 3 years. Thus, when screening
is performed, a higher 5-year survival may be
observed, not because people live longer, but only
because an earlier diagnosis has been made. This
type of potential bias (known as lead time bias)
must be taken into account in evaluating any
screening program before it can be concluded that
the screening is beneficial in extending survival.
Another problem with 5-year survival is that if
we want to look at the survival experience of a
group of patients who were diagnosed less than 5
years ago, we clearly cannot use this criterion,
because 5 years of observation are necessary in
these patients to calculate 5-year survival. There-
fore, if we want to assess a therapy that was
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Figure 6-10. Five-year survival curves in two hypothetical
populations.

introduced less than 5 years ago, 5-year survival is
not an appropriate measure.

A final issue relating to 5-year survival is shown
in Figure 6-10. Here we see survival curves for two
populations, A and B. Five-year survival is about
10%. However, the curves leading to the same
5-year survival are quite different. For although
survival at 5 years is the same in both groups, most
of the deaths in group A did not occur until the fifth
year, whereas most of the deaths in group B occurred
in the first year. Thus, despite the identical 5-year
survivals, survival during the 5 years is clearly better
for those in group A.

OBSERVED SURVIVAL

Rationale for the Life Table
Another approach is to use the actual observed sur-
vival over time. For this purpose, we use a life table.
Let us examine the conceptual framework underly-
ing the calculation of survival rates using a life
table.

Table 6-1 shows a hypothetical study of treat-
ment results in patients who were treated from
2000 to 2004 and followed to 2005. (By just

TABLE 6-1. Hypothetical Study of Treatment Results in Patients Treated from 2000 to 2004
and Followed to 2005 (None Lost to Follow-up)

NUMBER ALIVE ON ANNIVERSARY OF TREATMENT

Year of Treatment Number of Patients Treated 2001 2002 2003 2004 2005
2000 84 44 21 13 10 8
2001 62 31 14 10 6
2002 93 50 20 13
2003 60 29 16
2004 76 43
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TABLE 6-2. Rearrangement of Data in Table 6-1, Showing Survival Tabulated by Years since
Enroliment in Treatment (None Lost to Follow-up)

NUMBER ALIVE AT END OF YEAR

Year of Treatment  No. of Patients Treated 1stYear 2ndYear 3rd Year 4th Year 5th Year

2000 84 44 21 13 10 8
2001 62 31 14 10 6

2002 93 50 20 13

2003 60 29 16

2004 76 43

glancing at this table, you can tell that the example ~ would be unfortunate, given the effort and expense
is hypothetical, because the title indicates that no  involved in obtaining the data, and also given the
patients were lost to follow-up.) additional light that the survival experience of
For each calendar year of treatment, the table  those patients would cast on the effectiveness of
shows the number of patients enrolled in  the treatment. The question is: how can we use
treatment and the number of patients alive at  all of the information in Table 6-1 to describe the
each calendar year after the initiation of that  survival experience of the patients in this study?
treatment. For example, of 84 patients enrolled To use all of the data, we rearrange the data from
in treatment in 2000, 44 were alive in 2001, a  Table 6-1 as shown in Table 6-2. In this table, the
year after beginning treatment; 21 were alive in  data are shown as the number of patients who
2002; and so on. started treatment each calendar year and the
The results in Table 6-1 are of all the data avail-  number of those who are alive on each anniversary
able for assessing the treatment. If we want to  of the initiation of treatment. The patients who
describe the prognosis in these treated patients  started treatment in 2004 were observed for only 1
using all of the data in the table, obviously we  year, because the study ended in 2005.
cannot use 5-year survival, because the entire group With the data in this format, how do we use the
of 375 patients has not been observed for 5 years.  table? First we ask, “What is the probability of sur-
We could calculate 5-year survival using only  viving for 1 year after the beginning of treatment?”
the 84 patients who were enrolled in 2000 and  To answer this, we divide the total number of
observed until 2005, because they were the only  patients who were alive 1 year after the initiation of
ones observed for 5 years. However, this would  treatment (197) by the total number of patients
require us to discard the rest of the data, which who started treatment (375) (Table 6-3).

TABLE 6-3. Analysis of Survival in Patients Treated from 2000 to 2004 and Followed to 2005
(None Lost to Follow-up): |

NUMBER ALIVE AT END OF YEAR

Year of Treatment  No. of Patients Treated 1st Year 2nd Year 3rdYear 4thYear 5th Year

2000 84 44 21 13 10 8
2001 62 31 14 10 6

2002 93 50 20 13

2003 60 29 16

2004 76 43

Totals 375 197

e . 197
P, = Probability of surviving the Ist year = 375 0.525
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TABLE 6-4. Analysis of Survival in Patients Treated from 2000 to 2004 and Followed to 2005
(None Lost to Follow-up): Il
NUMBER ALIVE AT END OF YEAR
Year of Treatment  No. of Patients Treated  1st Year 2nd Year 3rdYear 4thYear 5th Year
2000 84 44 21 13 10 8
2001 62 31 14 10 6
2002 93 50 20 13
2003 60 29 16
2004 76
Totals 197 71
P, = Probability of surviving the 2nd year = =0.461
197 —-43

The probability of surviving the first year (P,) is:

197 =0.525
375

Next, we ask, “What is the probability that,
having survived the first year after beginning treat-
ment, the patient will survive the second year?” We
see in Table 6-4 that 197 people survived the first
year, but for 43 of them (the ones who were enrolled
in 2004), we have no further information because
they were observed for only 1 year. Because 71 sur-
vived the second year, we calculate the probability
of surviving the second year, if the patient survived
the first year (P,), as:

B

71

B=——
197-43

=0.461

In the denominator we subtract the 43 patients
for whom we have no data for the second year.

Following this pattern, we ask, “Given that a
person has survived to the end of the second year,
what is the probability that he or she will survive to
the end of the third year?”

In Table 6-5, we see that 36 survived the third
year. Although 71 had survived the second year,
we have no further information on survival for
16 of them because they were enrolled late in
the study. Therefore, we subtract 16 from 71 and
calculate the probability of surviving the third
year, given survival to the end of the second year
(P5), as:

36
71-16

=0.655

3=

We then ask, “If a person survives to the end of
the third year, what is the probability that he or she
will survive to the end of the fourth year?”

(None Lost to Follow-up): I

TABLE 6-5. Analysis of Survival in Patients Treated from 2000 to 2004 and Followed to 2005

NUMBER ALIVE AT END OF YEAR

Year of Treatment  No. of Patients Treated 1stYear 2nd Year 3rd Year 4th Year 5th Year
2000 84 44 21 13 10 8
2001 62 31 14 10 6

2002 93 50 20 13

2003 60 29

2004 76 43

Totals 71 36

P; = Probability of surviving the 3rd year =

=0.655

71-16
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As seen in Table 6-6, a total of 36 people survived
the third year, but we have no further information
for 13 of them. Because 16 survived the fourth year,
the probability of surviving the fourth year, if the
person has survived the third year (P,), is:

16

P, = =0.696
36-13

Finally, we do the same calculation for the fifth
year (Table 6-7). We see that 16 people survived the
fourth year, but that no further information is
available for 6 of them.

Because 8 people were alive at the end of the fifth
year, the probability of surviving the fifth year, if the
person has survived the fourth year (Ps), is:

8
P,=——=0.800
16—-6

Using all of the data that we have calculated, we
ask, “What is the probability of surviving for all 5

years?” Table 6-8 shows all of the probabilities of
surviving for each individual year that we have
calculated.

Now we can answer the question, “If a person is
enrolled in the study, what is the probability that he
or she will survive 5 years after beginning treat-
ment?” The probability of surviving for 5 years is
the product of each of the probabilities of surviving
each year, shown in Table 6-8. So the probability of
surviving for 5 years is:

=P XPXP,XP,XPs
=10.525%0.461%0.655%0.696 < 0.800
=10.088, or 8.8%

The probabilities for surviving different lengths
of time are shown in Table 6-9. These calculations
can be presented graphically in a survival curve, as
seen in Figure 6-11. Note that these calculations use
all of the data we have obtained, including the data

(None Lost to Follow-up): IV

TABLE 6-6. Analysis of Survival in Patients Treated from 2000 to 2004 and Followed to 2005

NUMBER ALIVE AT END OF YEAR

Year of Treatment  No. of Patients Treated 1stYear 2nd Year 3rd Year 4th Year 5th Year
2000 84 44 21 13 10 8
2001 62 31 14 10 6
2002 93 50 20
2003 60 29 16
2004 76 43
Totals 36 16
. .. 16
P, = Probability of surviving the 4th year = Y 0.696

(None Lost to Follow-up): V

TABLE 6-7. Analysis of Survival in Patients Treated from 2000 to 2004 and Followed to 2005

NUMBER ALIVE AT END OF YEAR

8
P; = Probability of surviving the 5th year = To e 0.800

Year of Treatment  No. of Patients Treated 1stYear 2ndYear 3rd Year 4th Year 5th Year
2000 84 44 21 13 10 8
2001 62 31 14 10 [6]

2002 93 50 20 13

2003 60 29 16

2004 76 43

Totals 16 8

6—6
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TABLE 6-8. Probability of Survival for Each Year of the Study

. 197
P, = Probability of surviving the 1st year = 375 0.525 = 52.5%
P, = Probability of surviving the 2nd year given survival to the end of the 1st year =
e .. . . 36
P; = Probability of surviving the 3rd year given survival to the end of the 2nd year = e 0.655 = 65.5%
16
P, = Probability of surviving the 4th year given survival to the end of the 3rd year = Ey e 0.696 = 69.6%

- L. . . 8
P; = Probability of surviving the 5th year given survival to the end of the 4th year = Toce 0.800 = 80.0%

=0.461 = 46.1%

197-43

Probability of surviving 1 year = P, = 0.525 = 52.5%

TABLE 6-9. Cumulative Probabilities of Surviving Different Lengths of Time

Probability of surviving 2 years = P, X P, = 0.525 X 0.461 = 0.242 = 24.2%

Probability of surviving 3 years = P; X P, X P; = 0.525 X 0.461 X 0.655 = 0.159 = 15.9%

Probability of surviving 4 years = P, X P, X P; X P, =0.525 X 0.461 X 0.655 X 0.696 = 0.110 = 11.0%
Probability of surviving 5 years = P, X P, X P; X P, X Ps = 0.525 X 0.461 X 0.655 X 0.696 x 0.800 = 0.088 = 8.8%

100
{2}
£ 75 1
>
B
@ 50 T
c
3 1
£ 25
o
0 + + + + {
0 1 2 3 4 5

Years of Follow-Up
(None Lost to Follow-Up)

Figure 6-11. Survival curve for a hypothetical example of
patients treated from 2000 to 2004 and followed until 2005.

for patients who were not observed for the full 5
years of the study. As a result, the use of data is
economical and efficient.

Calculating a Life Table

Let us now view the data from this example in the
standard tabular form in which they are usually
presented for calculating a life table. In the example
just discussed, the persons for whom data were not
available for the full 5 years of the study were those
who were enrolled sometime after the study had
started, so they were not observed for the full 5-year
period. In virtually every survival study, however,
subjects are also lost to follow-up. Either they

cannot be found or they decline to continue par-
ticipating in the study. In calculating the life table,
persons for whom data are not available for the full
period of follow-up—either because follow-up was
not possible or because they were enrolled after the
study was started—are called “withdrawals” (or
losses to follow-up).

Table 6-10 shows the data from this example
with information provided about the number of
deaths and the number of withdrawals in each
interval. The columns are numbered merely for ref-
erence. The row directly under the column labels
gives the terms that are often used in life table cal-
culations. The next five rows of the table give data
for the 5 years of the study.

The columns are as follows:

Column (1): The interval since beginning treat-
ment.

Column (2): The number of study subjects who
were alive at the beginning of each interval.
Column (3): The number of study subjects who

died during that interval.

Column (4): The number who “withdrew” during
the interval, that is, the number of study subjects
who could not be followed for the full study
period, either because they were lost to follow-up
or because they were enrolled after the study had
started.
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TABLE 6-10. Rearrangement of Data in Standard Format for Life Table Calculations
m (2) (3) (4)
Interval since Alive at Beginning Died during Withdrew
Beginning Treatment of Interval Interval during Interval
X Ix dx Wy
1st year 375 178 0
2nd year 197 83 43
3rd year 71 19 16
4th year 36 7 13
5th year 16 2 6

Table 6-11 adds four additional columns to
Table 6-10. These columns show the calcula-
tions. The new columns are as follows:

Column (5): The number of people who are effec-
tively at risk of dying during the interval. Losses
to follow-up (withdrawals) during each time
interval are assumed to have occurred uniformly
during the entire interval. (This assumption is
most likely to hold when the interval is short.)
We therefore assume that on average they were
at risk for half the interval. Consequently, to cal-
culate the number of people at risk during each
interval, we subtract half the withdrawals during
that interval as indicated in the heading for
column 5.

Column (6): The proportion who died during the
interval is calculated by dividing:

The number who died during
the interval (column 3)

The number who were effectively at risk
of dying during the interval (column 5)

Column (7): The proportion who did not die
during the interval, that is, the proportion of
those who were alive at the beginning of the
interval and who survived that entire interval =
1.0 — proportion who died during the interval
(column 6).

Column (8): The proportion who survived from
the point at which they were enrolled in the
study to the end of this interval (cumulative sur-
vival). This is obtained by multiplying the pro-
portion who were alive at the beginning of this
interval and who survived this interval by the
proportion who had survived from enrollment

TABLE 6-11. Calculating a Life Table

(5) (8)

Effective Cumulative
Number (6) (7) Proportion
Exposed to Proportion Proportion Who Survived
(1) (2) Risk of Dying WhoDied WhoDid from Enroliment
Interval Alive (3) (4) during during Not Die to End of
since at Died Withdrew Interval: Interval: during Interval:
Beginning Beginning during  during Col (2) - Col(3) Interval: Cumulative
Treatment of Interval Interval Interval 11[Col (4)] Col(5) 1-Col (6) Survival
X I d, Wy I Gx Px P,
1st year 375 178 0 375.0 0.475 0.525 0.525
2nd year 197 83 43 175.5 0.473 0.527 0.277
3rd year 71 19 16 63.0 0.302 0.698 0.193
4th year 36 7 13 29.5 0.237 0.763 0.147
5th year 16 2 6 13.0 0.154 0.846 0.124
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through the end of the previous interval. Thus,
each of the figures in column 8 gives the propor-
tion of people enrolled in the study who sur-
vived to the end of this interval. This will be
demonstrated by calculating the first two rows
of Table 6-11.

Let us look at the data for the first year. (In these
calculations, we will round the results at each step
and use the rounded figures in the next calculation.
In reality, however, when life tables are calculated,
the unrounded figures are used for calculating each
subsequent interval, and at the end of all the calcu-
lations, all the figures are rounded for purposes of
presenting the results.) There were 375 subjects
enrolled in the study who were alive at the begin-
ning of the first year after enrollment (column 2).
Of these, 178 died during the first year (column 3).
All subjects were followed for the first year, so there
were no withdrawals (column 4). Consequently,
375 people were effectively at risk for dying during
this interval (column 5). The proportion who died
during this interval was 0.475: 178 (the number
who died [column 3]) divided by 375 (the number
who were at risk for dying [column 5]). The pro-
portion who did not die during the interval is 1.0
— [the proportion who died (1.0 — 0.475)] = 0.525
(column 7). For the first year after enrollment, this
is also the proportion who survived from enroll-
ment to the end of the interval (column 8).

Now let us look at the data for the second year.
These calculations are important to understand
because they serve as the model for calculating each
successive year in the life table.

To calculate the number of subjects alive at the
start of the second year, we start with the number
alive at the beginning of the first year and subtract
from that number the number of deaths and with-
drawals during that year. At the start of the second
year, therefore, 197 subjects were alive at the begin-
ning of the interval (column 2 [375 — 178 — 0]). Of
these, 83 died during the second year (column 3).
There were 43 withdrawals who had been observed
for only 1 year (column 4). As discussed earlier, we
subtract half of the withdrawals, 21.5 (43/2), from
the 197 who were alive at the start of the interval,
yielding 175.5 people who were effectively at risk
for dying during this interval (column 5). The pro-
portion who died during this interval (column 6)
was 0.473, that is, 83 (the number who died [column
3]) divided by 175.5 (the number who were at risk
for dying [column 5]). The proportion who did not

die during the interval is 1.0 — the proportion who
died (1.0 — 0.473) = 0.527 (column 7). The propor-
tion of subjects who survived from the start of
treatment to the end of the second year is the
product of 0.525 (the proportion who had survived
from the start of treatment to the end of the first
year, that is, the beginning of the second year) mul-
tiplied by 0.527 (the proportion of people who were
alive at the beginning of the second year and sur-
vived to the end of the second year) =0.277 (column
8). Thus, 27.7% of the subjects survived from the
beginning of treatment to the end of the second
year. Looking at the last entry in column 8, we see
that 12.4% of all individuals enrolled in the study
survived to the end of the fifth year.

Work through the remaining years in Table 6-11
to be sure you understand the concepts and calcula-
tions involved.

THE KAPLAN-MEIER METHOD

In contrast to the approach just demonstrated, in
the Kaplan-Meier method,' predetermined inter-
vals, such as 1 month or 1 year, are not used. Rather,
we identify the exact point in time when each death
occurred so that each death terminates the previous
interval and a new interval (and a new row in the
Kaplan-Meier table) is started. The number of
persons who died at that point is used as the
numerator, and the number alive up to that point
(including those who died at that time point) is
used as the denominator, after any withdrawals that
occurred before that point are subtracted.

Let us look at the small hypothetical study
shown in Figure 6-12. Six patients were studied, of
whom four died and two were lost to follow-up
(“withdrawals”). The deaths occurred at 4, 10, 14,

Patient 1 —-

Patient 2 =t Lost to
follow-up
Patient 3 s
Patient 4 .
Patient 5 follow-up
Patient 6 |.
4 10 14 24

MONTHS SINCE ENROLLMENT

Figure 6-12. Hypothetical example of a study of six patients
analyzed by the Kaplan-Meier method.
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TABLE 6-12. Calculating Survival Using the Kaplan-Meier Method*
(1) (6)
Times to (4) Cumulative
Deaths from (3) Proportion Who (5) Proportion Who
Starting (2) Number Died at That Time:  proportion Who  Survived to That
Treatment  Number Alive Who Died at Col(3) Survived at That Time: Cumulative
(months) at Each Time Each Time Col(2) Time: 1 - Col (4) Survival
4 6 1 0.167 0.833 0.833
10 4 1 0.250 0.750 0.625
14 3 1 0.333 0.667 0.417
24 1 1 1.000 0.000 0.000
*See text and Figure 6-12 regarding withdrawals.

and 24 months after enrollment in the study. The
data are set up as shown in Table 6-12:

Column (1): The times for each death from the
time of enrollment (time that treatment was
initiated).

Column (2): The number of patients who were
alive and followed at the time of that death,
including those who died at that time.

Column (3): The number who died at that time.

Column (4): The proportion of those who were
alive and followed (column 2) who died at that
time (column 3) [column 3/column 2].

Column (5): The proportion of those who were
alive and survived (1.0 — column 4).

Column (6): Cumulative survival (the proportion
of those who were initially enrolled and survived
to that point).

Let us consider the first row of the table. The first
death occurred at 4 months, at which time six
patients were alive and followed (see Fig. 6-12). One
death occurred at this point (column 3), for a pro-
portion of 1/6 = 0.167 (column 4). The proportion
who survived at that time is 1.0 — column 4, or 1.0
—0.167 =0.833 (column 5), which is also the cumu-
lative survival at this point (column 6).

The next death occurred 10 months after the
initial enrollment of the six patients in the study,
and data for this time are seen in the next row of
the table. Although only one death had occurred
before this one, the number alive and followed is
only four because there had also been a withdrawal
before this point (not shown in the table, but seen
in Fig. 6-12). Thus, there was one death (column
3), and, as seen in Table 6-12, the proportion who

died is 1/4 or 0.250 (column 4). The proportion
who survived is 1.0 — column 4, or 1.0 — 0.250 =
0.750 (column 5). Finally, the cumulative propor-
tion surviving (column 6) is the product of the
proportion who survived to the end of the previous
interval (until just before the previous death) seen
in column 6 of the first row (0.833) and the propor-
tion who survived from that time until just before
the second death (second row in column 5, 0.750).
The product = 0.625, that is, 62.5% of the original
enrollees survived to this point. Review the next
two rows of the table to be sure that you understand
the concepts and calculations involved.

The values calculated in column 6 are plotted as
seen in Figure 6-13. Note that the data are plotted
in a stepwise fashion rather than in a smoothed
slope because, after the drop in survival resulting
from each death, survival then remains unchanged
until the next death occurs.

When information on the exact time of death is
available, the Kaplan-Meier method clearly makes
fullest use of this information because the data are
used to define the intervals. Although the method
is well suited to studies with small numbers of
patients, today, computer programs are readily
available that make this method applicable to large
data sets as well. Many of the studies in the pub-
lished literature now report data on survival using
the Kaplan-Meier method. For example, in 2000,
Rosenhek and colleagues reported a study of
patients with asymptomatic, but severe, aortic ste-
nosis.” An unresolved issue was whether patients
with asymptomatic disease should have their aortic
valves replaced. The investigators examined the
natural history of this condition to assess the overall
survival of these patients and to identify predictors
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Figure 6-13. Kaplan-Meier plot of the hypothetical sur-
vival study of six patients shown in Figure 6-12. Percentages
in red show cumulative proportions surviving after each of
the deaths shown in Figure 6-12 and are taken from column
6 in Table 6-12. (See discussion of the Kaplan-Meier method
on pp. 126-128.)

of outcome. Figure 6-14A shows their Kaplan-
Meier analysis of survival among 126 patients with
aortic stenosis compared with age- and sex-matched
people in the general population. Although survival
was slightly worse in patients with aortic stenosis,
the difference was not significant. When they exam-
ined several risk factors, they found that moderate
and severe calcification of the aortic valve was a
significant predictor of subsequent cardiac events
and very poor prognosis (see Fig. 6-14B). Event-
free survival was much worse in patients with mod-
erate or severe valve calcification than in patients
with no or mild calcification. The authors con-
cluded that such patients should be considered for
early valve replacement rather than have surgery
delayed until symptoms develop.

ASSUMPTIONS MADE IN USING
LIFE TABLES

Two important assumptions are made in using life
tables. The first is that there has been no secular
(temporal) change in the effectiveness of treatment
or in survivorship over calendar time. That is, we
assume that over the period of the study, there has
been no improvement in treatment and that survi-
vorship in one calendar year of the study is the same
as in another calendar year of the study. Clearly, if
a study is conducted over many years, this assump-
tion may not be valid because, fortunately, thera-
pies improve over time. If we are concerned that the
effectiveness of therapy may have changed over the
course of the study, we could examine the early data
separately from the later data. If they seem to differ,

PERCENT SURVIVING
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the early and later periods could be analyzed
separately.

The second assumption relates to follow-up
of persons enrolled in the study. In virtually every
real-life study, participants are lost to follow-up.
People can be lost to follow-up for many reasons.
Some may die and may not be traced. Some may
move or seek care elsewhere. Some may be lost
because their disease disappears and they feel well.
In most studies, we do not know the actual reasons
for losses to follow-up. How can we deal with
the problem of people lost to follow-up for whom
we therefore have no further information on sur-
vival? Because we have baseline data on these
people, we could compare their characteristics
with those of persons who remained in the study,
but the problem nevertheless remains. If a large
proportion of the study population is lost to
follow-up, the findings of the study will be less
valid. The challenge is to minimize losses to
follow-up. In any case, the second assumption
made in life tables is that the survival experience
of people who are lost to follow-up is the same
as the experience of those who are followed up.
Although this assumption is made for purposes
of calculation, in actual fact its validity may often
be questionable.

Although the term life table might suggest that
these methods are useful only for calculating sur-
vival, this is not so. Death need not be the endpoint
in these calculations. For example, survival can be
calculated as time to the development of hyperten-
sion, time to the development of a recurrence of
cancer, or survival time free of treatment side
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Figure 6-14. A, Kaplan-Meier analysis of
0 . . . . . overall survival among 126 patients with
0 1 2 3 4 5 asymptomatic, but severe, aortic stenosis,
Years compared with age- and sex-matched persons
in the general population. This analysis
No. oF PATIENTS AT Risk included perioperative and postoperative
A 126 97 95 89 46 deaths among patients who required valve
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Meier analysis of event-free survival among
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effects. Furthermore, although we can look at a
single survival curve, often, the greatest interest lies
in comparing two or more survival curves, such as
for those who are treated and those who are not
treated in a randomized trial. In conducting such
comparisons, statistical methods are available to
determine whether one curve is significantly differ-
ent from another.

Example of Use of a Life Table

Life tables are used in virtually every clinical area.
They are the standard means by which survival is
expressed and compared. Let us examine a few
examples. One of the great triumphs of pediatrics
in recent decades has been the treatment of leuke-
mia in children. However, the improvement has
been much greater for whites than for blacks, and
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Figure 6-15. Survival of children aged 0 to &
19 years with acute lymphocytic leukemia by E 60
race, metropolitan Baltimore, 1960-1975. (From %
Szklo M, Gordis L, Tonascia J, et al: The changing g 50
survivorship of white and black children with E
leukemia. Cancer 42:59-66, 1978. Copyright ©  © 40+
1978 American Cancer Society. Reprinted by per-
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Figure 6-16. Temporal changes in survival of &
white children aged 0 to 19 years with acute lym- E
phocytic leukemia, metropolitan Baltimore, 1960— %
1975. (From Szklo M, Gordis L, Tonascia J, et al: S
The changing survivorship of white and black chil- §
©

dren with leukemia. Cancer 42:59-66, 1978. Copy-
right © 1978 American Cancer Society. Reprinted
by permission of Wiley-Liss, Inc., a subsidiary of
John Wiley & Sons, Inc.)

YEARS AFTER DIAGNOSIS

------------ 1970-1975 (N = 78)
——-1965-1969 (N = 61)
——— 1960-1964 (N = 55)

xz(z df) = 18.6 p <.001

the reasons for this difference are not clear. At a
time when survival rates from childhood acute leu-
kemia were increasing rapidly, a study was con-
ducted to explore the racial differences in
survivorship. Figures 6-15 through 6-17 show data
from this study.’ The curves are based on life tables
that were constructed using the approach discussed
earlier.

Figure 6-15 shows survival for white and black
children with leukemia in Baltimore over a 16-year

YEARS AFTER DIAGNOSIS

period. No black children survived longer than 4
years, but some white children survived as long as
11 years in this 16-year period of observation.

What changes took place in survivorship during
the 16 years of the study? Figure 6-16 and Figure
6-17 show changes in leukemia mortality over time
in whites and blacks, respectively. The 16-year
period was divided into three periods: 1960 to 1964
(solid line), 1965 to 1969 (dashed line), and 1970 to
1975 (dotted line).
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Figure 6-17. Temporal changes in survival of black children
aged 0 to 19 years with acute lymphocytic leukemia, metropoli-
tan Baltimore, 1960-1975. (From Szklo M, Gordis L, Tonascia J,
et al: The changing survivorship of white and black children
with leukemia. Cancer 42:59-66, 1978. Copyright © 1978 Ameri-
can Cancer Society. Reprinted by permission of Wiley-Liss, Inc.,
a subsidiary of John Wiley & Sons, Inc.)

In whites (see Fig. 6-16), survivorship increased
in each successive period. For example, if we
examine 3-year survival by looking at the 3-year
point on each successive curve, we see that survival
improved from 8% to 25% to 58%. In contrast, in
blacks (see Fig. 6-17) there was much less improve-
ment in survival over time; the curves for the two
later 5-year periods almost overlap.

What accounts for this racial difference? First,
we must take account of the small numbers involved
and the possibility that the differences could have
been due to chance. Let us assume, however, that
the differences are real. During the past several
decades, tremendous strides have occurred in the
treatment of leukemia through combined therapy,
including central nervous system radiation added
to chemotherapy. Why, then, does a racial difference
exist in survivorship? Why is it that the improve-
ment in therapy that has been so effective in white
children has not had a comparable benefit in black
children? Further analyses of the interval from the

time the mother noticed symptoms to the time of
diagnosis and treatment indicated that the differ-
ences in survival did not appear to be due to a delay
in black parents seeking or obtaining medical care.
Because acute leukemia is more severe in blacks and
more advanced at the time of diagnosis, the racial
difference could reflect biologic differences in the
disease, such as a more aggressive and rapidly pro-
gressive form of the illness. The definitive explana-
tion is not yet clear.

APPARENT EFFECTS ON PROGNOSIS OF
IMPROVEMENTS IN DIAGNOSIS

We have discussed the assumption made in using a
life table that no improvement in the effectiveness of
treatment has occurred over calendar time during
the period of the study. Another issue in calculating
and interpreting survival rates is the possible effect
of improvements in diagnostic methods over calen-
dar time.

An interesting example was reported by Fein-
stein, Sosin, and Wells.* They compared survival in
a cohort of patients with lung cancer first treated in
1977 with survival in a cohort of patients with lung
cancer treated from 1953 to 1964. Six-month sur-
vival was higher in the later group for both the total
group and for subgroups formed on the basis of
stage of disease. The authors found that the appar-
ent improvement in survival was due in part to
stage migration, a phenomenon shown in Figure
6-18A-C.

In Figure 6-18A, patients with cancer are divided
into “good” and “bad” stages on the basis of whether
they had detectable metastases in 1980. Some
patients who would have been assigned to a “good”
stage in 1980 may have had micro-metastases at
that time which would have been unrecognized
(Fig. 6-18B). However, by 2000, as diagnostic tech-
nology improved, many of these patients would
have been assigned to a “bad” stage, because their
micro-metastases would now have been recognized
using improved diagnostic technology that had
become available (Fig. 6-18C). If this had occurred,
survival by stage would appear to have improved
even if treatment had not become any more effec-
tive during this time.

Let us consider a hypothetical example that
illustrates this effect of such stage migration. Figure
6-19A—C show a hypothetical study of cancer case-
fatality for 300 patients in two time periods, 1980
and 2000, assuming no improvement in the
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Figure 6-18. A-C, Stage migration. A, Classification of
cases by presence or absence of detectable metastases in 1980.
B, Presence of undetectable micro-metastases in 1980.
C, Impact of improved diagnosis of micro-metastases in 2000
on classification of cases by presence or absence of detectable
metastases.

effectiveness of available therapy between the two
periods. We will assume that as shown in Figure
6-19A, in both time periods, the case-fatality is 10%
for patients who have no metastases, 30% for those
with micro-metastases, and 80% for those with
metastases. Looking at Figure 6-19B, we see that in
1980, 200 patients were classified as stage I. One
hundred of these patients had no metastases and
100 had unrecognized micro-metastases. Their
case-fatalities were thus 10% and 30%, respectively.
In 1980, 100 patients had clearly evident metastases
and were classified as stage II; their case-fatality
was 80%.

As a result of improved diagnostic technology in
2000, micro-metastases were detected in the 100
affected patients, and these patients were classified
as stage II (Fig. 6-19C). Because the prognosis
of the patients with micro-metastases is worse
than that of the other patients in stage I, and
because, in the later study period, patients with
micro-metastases are no longer included in the
stage I group (because they have migrated to stage
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Stage lI: only be detected by newer
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"Bad Stage" by clinical exam by clinical exam
and x-rays and x-rays
T T N e R Y TR, T T

1), the case-fatality for stage I patients appears to
decline from 20% in the early period to 10% in the
later period. However, although the prognosis of
the patients who migrated from stage I to stage II
was worse than that of the others in stage I, the
prognosis for these patients was still better than
that of the other patients in stage II, who had larger,
more easily diagnosed metastases and a case-fatality
of 80%. Consequently, the case-fatality for patients
in stage II also appears to have improved, having
declined from 80% in the early period to 55% in
the later period, even in the absence of any improve-
ment in treatment effectiveness.

The apparent improvements in survival in
both stage I and stage II patients result only from
the changed classification of patients with micro-
metastases in the later period. Looking at the
bottom line of the figure, we see that the case-
fatality of 40% for all 300 patients has not changed
from the early period to the later period. Only the
apparent stage-specific case-fatalities have changed.
It is therefore important to exclude the possibility
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ASSUME CASE-FATALITY BY STAGE:

IMPACT OF IMPROVED DIAGNOSIS OF MICRO-
METASTASES ON STAGE-SPECIFIC CASE-FATALITY (CF)

Stage Case-fatality
No metastases 10%

Micro-metastases 30%

Larger detectable
A metastases

80%

IMPACT OF IMPROVED DIAGNOSIS OF MICRO-

METASTASES ON STAGE-SPECIFIC CASE-FATALITY (CF)

Hstiieiad 1980 2000

¢ N CF N CF
Stage | 100 10% 100 10%
No apparent | (no metas (no metastaseg
Metastases --| @
"Good Stage"| 100 30%

(micro-metastases)
100 30%

Stage II: micro-metastases
Metastases --

"Bad Stage” | 405 307
(metastases)

100 80%
(metastases)

C ALL PATIENTS 300 40% 300 40%

of stage migration before attributing any apparent
improvement in prognosis to improved effective-
ness of medical care.

The authors call stage migration the “Will Rogers
phenomenon.” The reference is to Will Rogers, an
American humorist during the time of the eco-
nomic depression of the 1930s. At that time, because
of economic hardship, many residents of Okla-
homa left the state and migrated to California.
Rogers commented, “When the Okies left Okla-
homa and moved to California, they raised the
average intelligence level in both states.”

MEDIAN SURVIVAL TIME

Another approach to expressing prognosis is the
median survival time, which is defined as the length
of time that half of the study population survives.
Why should we use median survival time rather
than mean survival time, which is an average of the
survival times? Median survival offers two advan-
tages over mean survival. First, it is less affected by

Diagnosed 1980 2000
Sa¢ N CF N  CF
Stage I: 100 10% 100 10%
No apparent (no metastases) (no metastases)
Metastases --
"Good Stage"”| 100 30%
(micro-metastases)
100 30%
Stage l: (micro-metastases)
Metastases --
"Bad Stage" 100 80% 100 80%
(metastases) (metastases)
B ALL PATIENTS 300 40% 300 40%

Figure 6-19. A-C, Hypothetical example of stage migra-
tion. A, Assumed case-fatality by stage. B, Impact of improved
diagnosis of micro-metastases on stage-specific case-fatality
(CF). C, Apparent improvements in stage-specific survival as
a result of stage migration even without any improvement in
effectiveness of treatment.

extremes, whereas the mean is significantly affected
by even a single outlier. One or two persons with a
very long survival time could significantly affect the
mean, even if all of the other survival times were
much shorter. Second, if we used mean survival, we
would have to observe all of the deaths in the study
population before the mean could be calculated.
However, to calculate median survival, we would
only have to observe the deaths of half of the group.

RELATIVE SURVIVAL

Let us consider 5-year survival for a group of
30-year-old men with colorectal cancer. What
would we expect their 5-year survival to be if they
did not have colorectal cancer? Clearly, it would be
nearly 100%. Thus, we are comparing the survival
observed in young men with colorectal cancer to a
survival of almost 100% that is expected in those
without colorectal cancer. What if we consider a
group of 80-year-old men with colorectal cancer?
We would not expect anything near 100% 5-year



survival in a population of this age, even if they do
not have colorectal cancer. We would want to
compare the observed survival in 80-year-old men
with colorectal cancer to the expected survival of
80-year-old men without colorectal cancer. So for
any group of people with a disease, we want to
compare their survival to the survival we would
expect in this age group even if they did not have
the disease. This is known as the relative survival.

Relative survival is thus defined as the ratio of
the observed survival to the expected survival:

Relative survival =

Observed survival in people with the disease

Expected survival if disease were absent

Does relative survival really make any difference?

Table 6-13 shows data for patients with cancer
of the colon and rectum, both relative survival and
observed survival from 1990 to 1998. When we look
at the older age groups, which have high rates of
mortality from other causes, there is a large differ-
ence between the observed and the relative survival.
However, in young persons, who generally do not
die of other causes, observed and relative survival
for cancer of the colon and rectum do not differ
significantly.

Another way to view relative survival is by exam-
ining the hypothetical 10-year survival curves of
80-year-old men shown in Figure 6-20A-D. For
reference, Figure 6-20A shows a perfect survival
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TABLE 6-13. Five-Year Observed and
Relative Survival (%) by Age
for Colon and Rectum Cancer:
SEER Program (Surveillance,
Epidemiology, and End Results
Study), 1990-1998

Observed Survival Relative Survival

Age (yr) (%) (%)
<50 60.4 61.5
50-64 59.4 63.7
65-74 53.7 63.8
>75 35.8 58.7

Adapted from Edwards BK, Howe HL, Ries LAG, et al:
Annual report to the nation on the status of cancer,
1973-1999, featuring implications of age and aging on U.S.
cancer burden. Cancer 94:2766-2792, 2002.

curve of 100% (the horizontal curve at the top)
over the 10 years of the study period. Figure 6-20B
adds a curve of observed survival, that is, the actual
survival observed in this group of patients with the
disease over the 10-year period. As seen in Figure
6-20C, the expected survival for this group of
80-year-old men is clearly less than 100% because
deaths from other causes are significant in this age
group. The relative survival is the ratio of observed
survival to expected survival. Since expected sur-
vival is less than perfect (100%) survival, and
expected survival is the denominator for these
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Figure 6-20. A-D, Relative survival. A, 100% survival over 10 years. B, Observed survival. C, Observed and expected survival. D,

Observed, expected, and relative survival.
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calculations, the relative survival will be higher than
the observed survival (Fig. 6-20D).

GENERALIZABILITY OF SURVIVAL DATA

A final point in connection with the natural history
and prognosis of disease is the question of which
patients are selected for study. Let us look at one
example.

Febrile seizures are common in infants. Children
who are otherwise healthy often experience a
seizure in association with high fever. The question
arises as to whether these children should be treated
with a regimen of phenobarbital or another long-
term anticonvulsant medication. That is, is a febrile
seizure a warning of subsequent epilepsy, or is it
simply a phenomenon associated with fever in
infants, in which case children are unlikely to have
subsequent nonfebrile seizures?

To make a rational decision about treatment, the
question we must ask is, “What is the risk that a
child who has had a febrile seizure will have a sub-
sequent nonfebrile seizure?” Figure 6-21 shows the
results of an analysis by Ellenberg and Nelson of
published studies.’

Each dot shows the percentage of children with
febrile seizures who later developed nonfebrile sei-
zures in a different study. The authors divided the
studies into two groups: population-based studies
and studies based in individual clinics, such as epi-
lepsy or pediatric clinics. The results from different
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Figure 6-21. Percentage of children who experienced non-

febrile seizures after one or more febrile seizures, by study
design. (Adapted from Ellenberg JH, Nelson KB: Sample selec-
tion and the natural history of disease: Studies on febrile sei-
zures. JAMA 243:1337-1340, 1980.)

clinic-based studies show a considerable range in
the risk of later development of nonfebrile seizures.
However, the results of population-based studies
show little variation in risk, and the results of all of
these studies tend to cluster at a low level of risk.

Why should the two types of studies differ?
Which results would you believe? Each of the clinics
probably had different selection criteria and differ-
ent referral patterns. Consequently, the different
risks observed in the different clinic-based studies
are probably the result of the selection of different
populations in each of the clinics. In contrast, in the
population-based studies, this type of variation due
to selection is reduced or eliminated, which
accounts for the clustering of the data, and for the
resultant finding that the risk of nonfebrile seizures
is very low. The important point is that it may be
very tempting to look at patient records in one
hospital and generalize the findings to all patients
in the general population. However, this is not a
legitimate approach because patients who come
to a certain clinic or hospital often are not repre-
sentative of all patients in the community. This does
not mean that studies conducted at a single hospital
or clinic cannot be of value. Indeed, there is much
to be learned from conducting studies at single hos-
pitals. However, these studies are particularly prone
to selection bias, and this possibility must always be
kept in mind when the findings from such studies
and their potential generalizability are being
interpreted.

CONCLUSION

This chapter has discussed five ways of expressing
prognosis (Table 6-14). Which approach is best
depends on the type of data that are available and
on the purpose of data analysis. In Chapters 7 and
8, we will turn to how we use randomized trials for
selecting the best means of intervention for both
preventing and treating human diseases.

TABLE 6-14. Five Approaches to
Expressing Prognosis

Case-fatality

5-year survival
Observed survival
Median survival time
Relative survival

Al ol i o
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Question 1 is based on the information given in

the table below:
NO. OF PATIENTS
ALIVE ON EACH
ANNIVERSARY OF
BEGINNING
TREATMENT
Year of No. of Patients
Treatment Treated 1st 2nd 3rd
2007 75 60 56 48
2009 63 55 31
2010 42 37
Total 180 152 87 48

One hundred eighty patients were treated for

disease X from 2007 to 2009, and their progress was
followed to 2010. The treatment results are given in
the table. No patients were lost to follow-up.

1. What is the probability of surviving for 3 years?

2. An important assumption in this type of analy-

sis is that:

a. Treatment has improved during the period of
the study

b. The quality of record-keeping has improved
during the period of the study

c. No change has occurred in the effectiveness
of the treatment during the period of the
study

d. An equal number of men and women were
enrolled each year

e. None of the above

. Which of the following is a good index of the

severity of a short-term, acute disease?
a. Cause-specific death rate

b. 5-year survival

c. Case-fatality

d. Standardized mortality ratio

e. None of the above

. A diagnostic test has been introduced that will

detect a certain disease 1 year earlier than it is
usually detected. Which of the following is most
likely to happen to the disease within the 10 years
after the test is introduced? (Assume that early
detection has no effect on the natural history of
the disease. Also assume that no changes in
death certification practices occur during the 10
years.)

a. The period prevalence rate will decrease

b. The apparent 5-year survival will increase

c. The age-adjusted mortality rate will decrease
d. The age-adjusted mortality rate will increase
e. The incidence rate will decrease

. Which of the following statements about relative

survival is true?

a. It refers to survival of first-degree relatives

b. It is generally closer to observed survival in
elderly populations

c. It is generally closer to observed survival in
young populations

d. It generally differs from observed survival by
a constant amount, regardless of age

e. None of the above
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Questions 6 to 8 are based on the data in the table
below. The data were obtained from a study of 248
patients with AIDS who were given a new treat-
ment and followed to determine survival. The
study population was followed for 36 months.

Note: Carry your calculations in the table to four
decimal places (i.e., 0.1234), but give the final
answer to three decimal places (e.g., 0.123 or
12.3%).

6. For those people who survived the second year,
what is the probability of dying in the third year?

7. What is the probability that a person enrolled in
the study will survive to the end of the third
year?

8. Before reporting the results of this survival
analysis, the investigators compared the baseline
characteristics of the 42 persons who withdrew
from the study before its end with those of
the participants who had complete follow-up.
This was done for which of the following
reasons:

a. To test whether randomization was successful

b. To check for changes in prognosis over time

c. To check whether those who remained in the
study represent the total study population

d. To determine whether the outcome of those
who remained in the study is the same as the
outcome of the underlying population

e. To check for confounders in the exposed and
nonexposed groups

Survival of Patients with AIDS after Diagnosis
(8)
(5) Cumulative
Effective Proportion
Number (6) (7) Who Survived
(1) Exposed to Proportion Ppyoportion from
Interval Risk of Dying WhoDied  WhoDid Enrollment to
since (2) (3) (4) during during Not Die End of
Beginning  Alive at Died Withdrew Interval: Interval: during Interval:
Treatment Beginning during  during Col (2) - Col(3) Interval: Cumulative
(months) of Interval Interval Interval 1 [Col (4)] Col(5) 1-Col (6) Survival
X Iy dy Wy I% G Px Py
1-12 248 96 27
13-24 125 55 13
25-36 57 55 2




Chapter 7

Assessing Preventive and
Therapeutic Measures:
Randomized Trials

All who drink of this treatment recover in a short time,
Except those whom it does not help, who all die,
It is obvious, therefore, that it fails only in incurable cases.

—Galen' (129—c. 199 cE)

Learning Objectives

B To describe the important elements of
randomized trials.

B To define the purpose of randomization and
of masking.

B To introduce design issues related to
randomized trials, including stratified
randomization, planned and unplanned
crossovers, and factorial design.

B To illustrate the problems posed by noncom-
pliance in randomized trials.

Some ways of quantifying the natural history of
disease and of expressing disease prognosis were
discussed in Chapter 6. Our objective, both in
public health and in clinical practice, is to modify
the natural history of a disease so as to prevent or
delay death or disability and to improve the health
of the patient or the population. The challenge is to
select the best available preventive or therapeutic
measures to achieve this goal. To do so, we need to
carry out studies that determine the value of these
measures. The randomized trial is considered the
ideal design for evaluating both the effectiveness
and the side effects of new forms of intervention.

The notion of using a rigorous methodology to
assess the efficacy of new drugs, or of any new
modalities of care, is not recent. In 1883, Sir Francis
Galton, the British anthropologist, explorer, and
eugenicist, who had a strong interest in human
intelligence, wrote as follows:

138

It is asserted by some, that men possess the faculty
of obtaining results over which they have little or
no direct personal control, by means of devout and
earnest prayer, while others doubt the truth of this
assertion. The question regards a matter of fact,
that has to be determined by observation and not
by authority; and it is one that appears to be a very
suitable topic for statistical inquiry...Are prayers
answered, or are they not?... [D]o sick persons who
pray, or are prayed for, recover on the average more
rapidly than others?

As with many pioneering ideas in science and
medicine, many years were to pass before this sug-
gestion was actually implemented. In 1965, Joyce
and Welldon reported the results of a double-blind
randomized trial of the efficacy of prayer.’ The
findings of this study did not indicate that patients
who were prayed for derived any benefits from that
prayer. A more recent study by Byrd," however,
evaluated the effectiveness of intercessory prayer in
a coronary care unit population using a random-
ized double-blind protocol. The findings from this
study suggested that prayer had a beneficial thera-
peutic effect.

In this chapter and the one following, we dis-
cuss study designs that can be used for evaluating
approaches to treatment and prevention and focus
on the randomized trial. Although the term ran-
domized clinical trial is often used together with
its acronym, RCT, the randomized trial design also
has major applicability to studies outside the clini-
cal setting, such as community-based trials. For
this reason, we use the term randomized trial. To
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facilitate our discussion, reference is generally made
to treatments and drugs; the reader should bear
in mind that the principles described apply equally
to evaluations of preventive and other measures.

Suggestions of many of the elements that are
important to randomized trials can be seen in many
anecdotal descriptions of early trials. In a review of
the history of clinical trials, Bull described an unin-
tentional trial conducted by Ambroise Paré (1510—
1590), a leading figure in surgery during the
Renaissance.” Paré lived at a time when the standard
treatment for war wounds was the application of
boiling oil. In 1537, Paré was responsible for the
treatment of the wounded after the capture of the
castle of Villaine. The wounded were so numerous
that, he says:

At length my oil lacked and I was constrained to
apply in its place a digestive made of yolks of eggs,
oil of roses and turpentine. That night I could not
sleep at my ease, fearing that by lack of cauteriza-
tion I would find the wounded upon which I had
not used the said oil, dead from the poison. I raised
myself early to visit them, when beyond my hope
I found those to whom I had applied the digestive
medicament feeling but little pain, their wounds
neither swollen nor inflamed, and having slept
through the night. The others to whom I had
applied the boiling oil were feverish with much
pain and swelling about their wounds. Then I
determined never again to burn thus so cruelly the
poor wounded.

Although this was not a randomized trial, it was
a form of unplanned trial, which has been carried
out many times when a therapy thought to be the
best available has been in short supply and has not
been available for all of the patients who needed it.

A planned trial was described by the Scottish
surgeon James Lind in 1747.° Lind became inter-
ested in scurvy, which killed thousands of British
seamen each year. He was intrigued by the story of
a sailor who had developed scurvy and had been
put ashore on an isolated island, where he subsisted
on a diet of grasses and then recovered from the
scurvy. Lind conducted an experiment, which he
described as follows:

I took 12 patients in the scurvy on board the
Salisbury at sea. The cases were as similar as I
could have them...they lay together in one place
and had one diet common to them all. Two of

these were ordered a quart of cider per day...Two
others took 25 gutts of elixir vitriol... Two others
took two spoonfuls of vinegar...Two were put
under a course of sea water... Two others had two
oranges and one lemon given them each day...
Twvo others took the bigness of nutmeg. The most
sudden and visible good effects were perceived
from the use of oranges and lemons, one of those
who had taken them being at the end of 6 days
fit for duty...The other...was appointed nurse to
the rest of the sick.

Interestingly, the idea of a dietary cause of scurvy
proved unacceptable in Lind’s day. Only 47 years
later did the British Admiralty permit him to repeat
his experiment—this time on an entire fleet of
ships. The results were so dramatic that, in 1795,
the Admiralty made lemon juice a required part
of the standard diet of British seamen and later
changed this to lime juice. Scurvy essentially disap-
peared from British sailors, who, even today, are
referred to as “limeys.”

Randomized trials can be used for many pur-
poses. They can be used for evaluating new drugs
and other treatments of disease, including tests of
new health and medical care technology. Trials can
also be used to assess new programs for screening
and early detection, or new ways of organizing and
delivering health services.

The basic design of a randomized trial is shown
in Figure 7-1.

We begin with a defined population that is ran-
domized to receive either new treatment or current
treatment, and we follow the subjects in each group
to see how many are improved in the new treatment
group compared with how many are improved in
the current treatment group. If the new treatment

STUDY
POPULATION

7\
RANDOMLY ASSIGNED

/

NEW CURRENT
TREATMENT TREATMENT
DO NOT DO NOT
IMPROVE IMPROVE Ll IMPROVE
Figure 7-1. Design of a randomized trial.
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is associated with a better outcome, we would
expect to find better outcome in more of the new
treatment group than the current treatment group.

We may choose to compare two groups receiving
different therapies, or we may compare more than
two groups. Although, at times, a new treatment
may be compared with no treatment, often a deci-
sion is made not to use an untreated group. For
example, if we wanted to evaluate a newly devel-
oped therapy for Acquired Immunodeficiency Syn-
drome (AIDS), would we be willing to have a group
of AIDS patients in our study who were untreated?
The answer is clearly no; we would compare the
newly developed therapy with a currently recom-
mended regimen, which would clearly be better
than no therapy at all.

Let us now turn to some of the issues that must
be considered in the design of randomized trials.

SELECTION OF SUBJECTS

The criteria for determining who will or will not be
included in the study must be spelled out with great
precision, and in writing before the study is begun.
An excellent test of the adequacy of these written
criteria is to ask: If we have spelled out our criteria
in writing, and someone not involved in the study
walks in off the street and applies our criteria to the
same population, will that person select the same
subjects whom we would have selected? There
should be no element of subjective decision-making
on the part of the investigator in deciding who is
included or not included in the study. Any study
must in principle be replicable by others, just as is
the case with laboratory experiments. Clearly, this
is easier said than done, because in randomized
trials we are often dealing with relatively large pop-
ulations. The principle is nevertheless important,
and the selection criteria must therefore be pre-
cisely stated.

ALLOCATING SUBJECTS TO TREATMENT
GROUPS WITHOUT RANDOMIZATION

Before discussing the process of randomization, let
us ask whether there might be some alternatives to
randomization that could be used.

Studies without Comparison

The first possible alternative is the case study or case
series. In this type of study, no comparison is made
with an untreated group or with a group that is

receiving some other treatment. The following
story was told by Dr. Earl Peacock when he was
chairman of the Department of Surgery at the Uni-
versity of Arizona:

One day when I was a junior medical student,
a very important Boston surgeon visited the
school and delivered a great treatise on a large
number of patients who had undergone successful
operations for vascular reconstruction. At the end
of the lecture, a young student at the back of
the room timidly asked, “Do you have any con-
trols?” Well, the great surgeon drew himself up
to his full height, hit the desk, and said, “Do
you mean did I not operate on half of the
patients?” The hall grew very quiet then. The
voice at the back of the room very hesitantly
replied, “Yes, that’s what I had in mind.” Then
the visitor’s fist really came down as he thun-
dered, “Of course not. That would have doomed
half of them to their death.” God, it was quiet
then, and one could scarcely hear the small voice
ask, “Which half?”’

The issue of comparison is important because
we want to be able to derive a causal inference
regarding the relationship of a treatment and sub-
sequent outcome. The problem of inferring a causal
relationship from a sequence of events without any
comparison is demonstrated in a story cited by
Ederer.?

During World War 11, rescue workers, digging in
the ruins of an apartment house blown up in
the London blitz, found an old man lying naked
in a bathtub, fully conscious. He said to his res-
cuers, “You know, that was the most amazing
experience I ever had. When I pulled the plug
and the water started down the drain, the whole
house blew up.”

The problem exemplified by this story is: If we
administer a drug and the patient improves, can we
attribute the improvement to the administration of
that drug? Professor Hugo Muensch of Harvard
University articulated his Second Law: “Results can

»9

always be improved by omitting controls.

Studies with Comparison

If we therefore recognize the need for our study to
include some type of comparison, what are the pos-
sible designs?
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Historical Controls

We could use a comparison group from the past,
called historical controls. We have a therapy today
that we believe will be quite effective, and we would
like to test it in a group of patients; we realize that
we need a comparison group. So, for comparison,
we will go back to the records of patients with the
same disease who were treated before the new
therapy became available. This type of design seems
inherently simple and attractive.

What are the problems in using historical con-
trols? First, if today we decide to carry out the
study just described, we may set up a very meticu-
lous system for data collection from the patients
currently being treated. But, of course, we cannot
do that for the patients who were treated in the
past, for whom we must abstract data from medical
records. Those records were generated for clinical
purposes at the time and not for research pur-
poses. Consequently, if at the end of the study
we find a difference in outcome between patients
treated in the early period (historical controls)
and patients treated in the later (current) period,
we will not know whether there was a true dif-
ference in outcome or whether the observed dif-
ference was due only to a difference in the quality
of the data collection. The data obtained from
the study groups must be comparable in kind
and quality; in studies using historical controls,
this is often not the case.

The second problem is that if we observe a
difference in outcome between the early group
and the later group, we will not be sure that the
difference is due to the therapy, because many
things other than the therapy change over calendar
time (e.g., ancillary supportive therapy, living con-
ditions, nutrition, and lifestyles). Hence, if we
observe a difference and if we have ruled out dif-
ferences in data quality as the reason for the
observed difference, we will not know whether
the difference is a result of the drug we are study-
ing or of changes that take place in many other
factors over calendar time.

At times, however, this type of design may be
useful. For example, when a disease is uniformly
fatal and a new drug becomes available, a decline
in case-fatality that parallels use of the drug would
strongly support the conclusion that the new drug
is having an effect. Nevertheless, the possibility
that the decline could have resulted from other
changes in the environment would still have to be
ruled out.

Simultaneous Nonrandomized Controls
Because of the importance of the problems posed
by historical controls and the difficulties of dealing
with changes over calendar time, an alternative
approach is to use simultaneous controls that are
not selected in a randomized manner. The problem
with selecting simultaneous controls in a nonran-
domized manner is illustrated by the following
story:

A sea captain was given samples of anti-nausea
pills to test during a voyage. The need for controls
was carefully explained to him. Upon return of the
ship, the captain reported the results enthusiasti-
cally. “Practically every one of the controls was ill,
and not one of the subjects had any trouble. Really
wonderful stuff.” A skeptic asked how he had
chosen the controls and the subjects. “Oh, I gave
the stuff to my seamen and used the passengers as
controls.”’

There are a number of possible approaches for
selecting controls in such a nonrandomized fashion.
One is to assign patients by the day of the month
on which the patient is admitted to the hospital:
for example, if admission is on an odd-numbered
day of the month the patient is in group A, and if
admission is on an even-numbered day of the
month the patient is in group B. In a trial of anti-
coagulant therapy after World War II, in which this
day-of-the-month method was used, it was discov-
ered that more patients than expected were admit-
ted on odd-numbered days. The investigators
reported that “as physicians observed the benefits
of anticoagulant therapy, they speeded up, where
feasible, the hospitalization of those patients...who
would routinely have been hospitalized on an even
day in order to bring as many as possible under the
odd-day deadline”"!

The problem here is that the assignment system
was predictable: it was possible for the physicians
to know what the assignment of the next patient
would be. The goal of randomization is to eliminate
the possibility that the investigator will know what
the assignment of the next patient will be, because
such knowledge introduces the possibility of bias
on the part of the investigator regarding the treat-
ment group to which each participant will be
assigned.

Many years ago a study was carried out of the
effects of bacillus Calmette-Guérin (BCG) vaccina-
tion against tuberculosis in children from families



71 section1 THEEPIDEMIOLOGIC APPROACH TO DISEASE AND INTERVENTION

TABLE 7-1. Results of a Trial of Bacillus
Calmette-Guérin (BCG)

TABLE 7-2. Results of a Trial of Bacillus
Calmette-Guérin (BCG)

Vaccination: | Vaccination: Il
TUBERCULOSIS DEATHS TUBERCULOSIS DEATHS
Number of Number of
Children Number % Children Number %
Vaccinated 445 3 0.67 Vaccinated 556 8 1.44
Controls 545 18 3.30 Controls 528 8 1.52

Data from Levine MI, Sackett MF: Results of BCG
immunization in New York City. Am Rev Tuberculosis
53:517-532, 1946.

Data from Levine MI, Sackett MF: Results of BCG
immunization in New York City. Am Rev Tuberculosis
53:517-532, 1946.

with tuberculosis in New York City.'"> The physicians
were told to divide the group of eligible children
into a group to be immunized and a comparison
or control group who were not immunized.

As seen in Table 7-1, tuberculosis mortality was
almost five times higher in the controls than in the
vaccinated children. However, as the investigators
wrote:

Subsequent experience has shown that by this
method of selection, the tendency was to inoculate
the children of the more intelligent and cooperative
parents and to keep the children of the noncoop-
erative parents as controls. This was probably of
considerable error since the cooperative parent will
not only keep more careful precautions, but will
usually bring the child more regularly to the clinic
for instruction as to child care and feeding."”

Recognizing that the vaccinations were selec-
tively performed in children from families that were
more likely to be conscious of health and related
issues, the investigators realized that it was possible
that the mortality rate from tuberculosis was lower
in the vaccinated group not because of the vaccina-
tion itself, but because these children were selected
from more health-conscious families that had a

lower risk of mortality from tuberculosis, with or
without vaccination. To address this problem, a
change was made in the study design: alternate chil-
dren were vaccinated and the remainder served as
controls. This does not constitute randomization,
but it was a marked improvement over the initial
design. As seen in Table 7-2, there was now no dif-
ference between the groups.

ALLOCATING SUBJECTS USING
RANDOMIZATION

In view of the problems discussed, randomization
is the best approach in the design of a trial. Ran-
domization means, in effect, tossing a coin to decide
the assignment of a patient to a study group. The
critical element of randomization is the unpredict-
ability of the next assignment. Figure 7-2 shows a
comic strip cited by Ederer to demonstrate the
problem of predictability of the next assignment."”

How is randomization accomplished? In this
hypothetical example we use a selection from
a table of random numbers (Table 7-3). (Such
random number tables are available in most statis-
tics textbooks or can be generated on computers.)
Today, particularly for large trials, randomization is
most often carried out using a computer.

LETS 5EE NOW... | [THAT MEANS THE NEXT ONE wiLL
BE FALSE TO SORT OF BALANCE THE
TRUE ONE...THE NEXT ONE WILL ALSO
BE FALSE T0 BREAK THE PATTERN..

THEN ANOTHER TRUE AND THEN
TWO MORE FALSE ONES AND THEN
THREE TRUES IN A ROW .. THEY
ALWAYS HAVE THREE TRUES IN A
ROW SOME PLACE .. THEN ANOTHER | |o
FALSE AND ANOTHER TRUE...

IF YOU'RE SMART, 40U CAN
PASS A TRUE OR FALSE TEST
WITHOUT BEING SMART !

Figure 7-2. How to predict the next patient’s treatment assignment in a randomized study. (PEANUTS © UFS. Reprinted by

permission.)
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TABLE 7-3. A Table of Random Numbers
00-04 05-09 10-14 15-19
00 56348 01458 36236 07253
01 09372 27651 30103 37004
02 44782 54023 61355 71692
03 04383 90952 57204 57810
04 98190 89997 98839 76129
05 16263 35632 88105 59090
06 62032 90741 13468 02647
07 48457 78538 22759 12188
08 36782 06157 73084 48094
09 63302 55103 19703 74741

First, how do we look at Table 7-3? Note that
the table is divided into two groups of five rows
each and five columns. This division is only made
to enhance readability. The columns are numbered
along the top, 00-04, 05-09, and so on. Similarly,
the rows are numbered along the left, 00, 01, 02,
and so on. Thus, it is possible to refer to any
digit in the table by giving its column and row
numbers. This is important if the quality of the
randomization process is to be checked by an
outsider.

How do we use this table? Let us say that we are
conducting a study in which there will be two
groups: therapy A and therapy B. In this example,
we will consider every odd number an assignment
to A and every even number an assignment to B.
We close our eyes and put a finger anywhere on the
table, and write down the column and row number
that was our starting point. We also write down the
direction we will move in the table from that start-
ing point (horizontally to the right, horizontally to
the left, up, or down). Let us assume that we point
to the “5” at the intersection of column 07 and row
07, and move horizontally to the right. The first
patient, then, is designated by an odd number, 5,
and will receive therapy A. The second patient is
also designated by an odd number, 3, and will
receive therapy A. The third is designated by an
even number, 8, and will receive therapy B, and so
on. Note that the next patient assignment is not
predictable; it is not a strict alternation, which
would be predictable.

There are many ways of using a table of random
numbers for allocating patients to treatment groups
in a randomized trial (Table 7-4). While many
approaches are valid, the important point is to spell

TABLE 7-4. Examples of Using a
Random Numbers Table for
Allocating Patients to Treatment
Groups in a Randomized Trial

If we plan to compare two groups:

+ We decide that even digits designate treatment A,
odd digits designate treatment B, or

+ We decide that digits 0 to 4 designate treatment A,
digits 5 to 9 designate treatment B

If we plan to compare three groups:

+ We decide that digits 1 to 3 designate treatment A,
digits 4 to 6 designate treatment B, digits 7 to 9
designate treatment C, and digit 0 would be
ignored

out in writing whatever approach is selected, before
randomization is actually begun.

Having decided conceptually how to use the
random numbers for allocating patients, how do we
make a practical decision as to which patients get
which therapy? Let us assume, for example, that a
decision has been made that odd digits will desig-
nate assignment to treatment A, and even digits will
designate treatment B. The treatment assignment
that is designated by the random number is written
on a card, and this card is placed inside an opaque
envelope. Each envelope is labeled on the outside:
Patient 1, Patient 2, Patient 3, and so on, to match
the sequence in which the patients are enrolled in
the study. For example, if the first random number
is 2, a card for therapy B would be placed in the first
envelope; if the next random number is 7, a card
for therapy A in the second one, and so on, as deter-
mined by the random numbers.

The envelopes are then sealed. When the first
patient is enrolled, envelope 1 is opened and the
assignment is read; this process is repeated for each
of the remaining patients in the study.

This process is not foolproof, however. The fol-
lowing report illustrates the need for careful quality
control of any randomized study:

In a randomized study comparing radical and
simple mastectomy for breast cancer, one of the
surgeons participating was convinced that radical
mastectomy was the treatment of choice and could
not reconcile himself to performing simple mas-
tectomy on any of his patients who were included
in the study. When randomization was carried
out for his patients and an envelope was opened
that indicated simple mastectomy for the next
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assignment, he would set the envelope aside and
keep opening envelopes until he reached one with
an assignment to radical mastectomy.

What is reflected here is the conflict experienced
by many clinicians who enroll their patients in
randomized trials. On one hand, the clinician has
the obligation to do the best he or she can for the
patient; on the other hand, when a clinician partici-
pates in a clinical trial, he or she is, in effect, asked
to step aside from the usual decision-making role
and, essentially, to “flip a coin” to decide which
therapy the patient will receive. Thus, there is often
an underlying conflict between the clinician’s role
and the role of the physician participating in a clini-
cal trial, and as a result, unintentional biases may
occur.

This is such a common problem, particularly in
large, multicentered trials, that randomization is
not carried out in each clinical center, but is done
in a separate coordinating and statistical center.
When a new patient is registered at a clinical center,
the coordinating center is called and the patient’s
name is given. A randomized assignment is then
made for that patient by the center, and the assign-
ment is noted in both locations.

What do we hope to accomplish by randomiza-
tion? If we randomize properly, we achieve nonpre-
dictability of the next assignment; we do not have
to worry that any subjective biases of the investiga-
tors, either overt or covert, may be introduced into
the process of selecting patients for one treatment
group or the other. Also, if the study is large enough
and there are enough participants, we hope that
randomization will increase the likelihood that
the groups will be comparable to each other in
regard to characteristics about which we may be
concerned, such as sex, age, race, and severity of
disease—all factors that may affect prognosis. Ran-
domization is not a guarantee of comparability
since chance may play a role in the process of
random treatment assignment. However, if the
treatment groups that are being randomized are
large enough, they will tend to be similar.

Figure 7-3 presents a hypothetical example of
the effect of lack of comparability on a comparison
of mortality rates of the groups being studied. Let
us assume a study population of 2,000 subjects with
myocardial infarctions, of whom half receive an
intervention and the other half do not. Let us
further assume that of the 2,000 patients, 700 have
an arrhythmia and 1,300 do not. Case-fatality in

patients with the arrhythmia is 50% and in patients
without the arrhythmia it is 10%.

Let us look at the nonrandomized study on the
left side of Figure 7-3. Because there is no random-
ization, the intervention groups may not be com-
parable in the proportion of patients who have the
arrhythmia. Perhaps 200 in the intervention group
may have the arrhythmia (with a case-fatality of
50%) and 500 in the no-intervention group may
have the arrhythmia (with its 50% case-fatality).
The resulting case-fatality will be 18% in the inter-
vention group and 30% in the no-intervention
group. We might be tempted to conclude that the
intervention is effective.

But let us now look at the randomized study
on the right side of the figure. As seen here, the
groups are comparable, as is likely to occur when
we randomize, so that 350 of the 1,000 patients in
the intervention group and 350 of the 1,000
patients in the no-intervention group have the
arrhythmia. When the case-fatality is calculated
for this example, it is 24% in both groups. Thus,
the difference observed between intervention and
no-intervention when the groups were not com-
parable in terms of the arrhythmia was entirely
due to the noncomparability and not to any effects
of the intervention itself. (Please note that although
Figure 7-3 shows 1,000 participants in both the
intervention and no-intervention group, random-
ization does not guarantee an equal number of
participants in each group.)

One might ask, if we are so concerned about the
comparability of the groups, why not just match the
groups on the specific variables about which we are
concerned, rather than randomizing? The answer is
that we can only match on variables that we know
about and that we can measure. Thus, we cannot
match on many variables that may affect prognosis,
such as an individual’s genetic constitution, ele-
ments of an individual’s immune status, or other
variables of which we may not even be aware. Ran-
domization increases the likelihood that the groups
will be comparable not only in terms of variables
that we recognize and can measure, but also in
terms of variables that we may not recognize and
may not be able to measure. However, randomiza-
tion does not guarantee comparability of the groups
being studied.

What Is the Main Purpose of Randomization?
The main purpose of randomization is to prevent
any potential biases on the part of the investigators
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case-fatality = 10%

case-fatality = 50%

[Without arrhythmia 3

| With arrhythmia ]

I. NON-RANDOMIZED STUDY
n=2,000

1,300 | 700

/
NON-RA&DOM ASSIGNMENT
INTERVENTION: NO INTERVENTION:

n=1,000 ( X n=1,000

800 |<=200 | 500 | 500

Deaths: 80 100 v 50 250y
Total
0 300

Deaths: 18

Case-

Fatality: 180 _ 400 300 _ a0
¥ 1,000 185 1,000 Ll

Il. RANDOMIZED STUDY
n=2,000

1,300 | 700

/
RAND/L,‘JM ASSI\G\NMENT
INTERVENTION:  NO INTERVENTION:

n=1,000 E/ \ n=1,000

650 (350 650 |350

Deaths: y 65 175) ¢ 65 175y

Total ¥ ¥
Deaths: 240 240
Case-
.. 240 240
Fatality: ——— =249 —= =249
atality 1.000 24% 1,000 24%

Figure 7-3. Nonrandomized versus randomized studies. I, If the study is not randomized, the proportions of patients with
arrhythmia in the two intervention groups may differ. In this example, individuals with arrhythmia are less likely to receive the inter-
vention than individuals without arrhythmia. II, If the study is randomized, the proportions of patients with arrhythmia in the two

intervention groups are more likely to be similar.

from influencing the assignment of participants to
different treatment groups. When participants are
randomly assigned to different treatment groups,
all decisions on treatment assignment are removed
from control of the investigators. Thus, the use of
randomization is crucial to protect the study from
any biases that might be introduced consciously or
subconsciously by the investigator into the assign-
ment process.

As mentioned above, while randomization often
increases the comparability of the different treat-
ment groups, randomization does not guarantee
comparability. Therefore, ensuring comparability
of the treatment groups is NOT the main purpose
of randomization.

Another benefit of randomization is that to
whatever extent it contributes to comparability,
this contribution applies both to variables we can
measure and to variables that we cannot measure
and may not even be aware of, even though they
may be important in interpreting the findings of
the trial.

Stratified Randomization
Sometimes we may be particularly concerned about
comparability of the groups in terms of one or a
few important characteristics that may influence
prognosis or response to therapy in the groups
being studied. But as we have just said, randomiza-
tion does not ensure comparability. An option that
can be used is stratified randomization, an assign-
ment method that can be very helpful in increasing
the likelihood of comparability of the study groups.
In this section, we will show how this method is
used to assign participants to different study groups.
For example, let us say that we are particularly
concerned about age as a prognostic variable: prog-
nosis is much worse in older patients. Therefore, we
are concerned that the two treatment groups be
comparable in terms of age. Although one of the
benefits of randomization is that it may increase the
likelihood of such comparability, it does not guar-
antee it. It is still possible that after we randomize,
we may, by chance, find that most of the older
patients are in one group and most of the younger
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1. Stratify by Sex:

2. Strati
by Agg

Figure 7-4. Example of stratified random-

ization. See discussion in text on pp. 145-146.
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360 Younger
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300 Younger 100 Older
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| 3. Randomize Each Sub-Group to NEW or CURRENT Treatment l
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180 + 120 + 150 + 50 = 500
NEW Treatment

180 + 120 + 150 + 50 = 500
CURRENT Treatment

patients are in the other. Our results would then
be impossible to interpret because the high-risk
patients would be clustered in one group and the
low-risk patients in the other. Any difference in
outcome between intervention groups may then be
attributable to this difference in age distribution
rather than to the effects of the intervention.

In stratified randomization, we first stratify
(stratum = layer) our study population by each
variable that we consider important, and then ran-
domize participants to treatment groups within
each stratum.

Let us consider the example shown in Figure 7-4.
We are studying 1,000 patients and are concerned
that sex and age are important determinants of
prognosis. If we randomize, we do not know what
the composition of the groups may be in terms of
sex and age; therefore, we decide to use stratified
randomization.

We first stratify the 1,000 patients by sex into 600
males and 400 females. We then stratify the males
by age and the females by age. We now have four
groups (strata): younger males, older males, younger
females, and older females. We now randomize
within each group (stratum), and the result is a new
treatment group and a current treatment group for
each of the four groups. As in randomization
without stratification, we end up with two interven-
tion groups, but having initially stratified the
groups, we increase the likelihood that the two
groups will be comparable in terms of sex and age.
(As in Figure 7-3, Figure 7-4 shows that randomiza-
tion results in an equal number of participants in
each treatment group, although this result is not
guaranteed by randomization.)

DATA COLLECTION ON SUBJECTS

As mentioned earlier, it is essential that the data
collected for each of the study groups be of the
same quality. We do not want any differences in
results between the groups to be due to differences
in the quality or completeness of the data that were
collected in the study groups. Let us consider some
of the variables about which data need to be
obtained on the subjects.

Treatment (Assigned and Received)

What data are needed? First, we must know to
which treatment group the patient was assigned. In
addition, we must know which therapy the patient
actually received. It is important to know, for
example, if the patient was assigned to receive treat-
ment A, but did not comply. A patient may agree to
be randomized, but may later change his or her
mind and refuse to comply. Conversely, it is also
clearly important to know whether a patient who
was not assigned to receive treatment A may have
taken treatment A on his or her own, often without
realizing it.

Outcome

The need for comparable measurements in all
study groups is particularly true for measurements
of outcome. Such measurements include both
improvement (the desired effect) and any side
effects that may appear. There is, therefore, a need
for exp